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what we select voluntarily is a specific purpose,
not a specific movement.
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What you can ezébect of this book

his book offers a theory of human function-
c‘ ? ing. The theory does not claim to predict the
acts humans will produce, or be induced to
produce, or be prevented from producing—though
that topic will come up. Rather, the theory will ex-
plain how humans function regardless of the acts they
choose—how acts serve the functioning. The book
will also tell how we can stop demanding impossible
behavior from humans, ourselves and others, and
thereby free ourselves of the costs of many sorts of
conflict.

Unlike authors of many popular books claiming
to offer psychological knowledge, I will not tell you
how to win friends and influence people. In fact, I
will advise you to avoid trying to do that. And I will
tell you that you can sometimes be influential without
trying. I will certainly not tell you how to outwit others
or bend them (or break them) to your will.

Unlike authors of most texts in psychology, I will
not drag you through the traditional topics that label
courses and resound in the lecture halls of univer-
sities—though I will say some things about some
of those topics as I go along. And I will not try to
display for you in any systematic way the multifarious
shapes and guises of human behavior, either in the
popular manner or the academic; I leave that task to
historians, cultural anthropologists, novelists, and
other chroniclers.

I will not indoctrinate you with the conceptions,
theories, and passwords that will get you into graduate
school. I spent three years in graduate school and
then about 30 years unlearning most of what I had
learned there. The three years were difficult, and the
30 years were even more difficult. I would not want
you to go through all that.

Though this book is not academic in the usual
sense of repeating what most academic psychologists
have believed during the past several decades, I do
claim it to be scientific in the sense that a good many
of the claims I make about human functioning can be
put to experimental test—can be tried out in tangible,
physically demonstrable ways that can be reproduced
or extended by anyone who takes the trouble. The
theory I offer here is Perceptual Control Theory, or
PCT for short. Its core postulates have indeed been
tested, the results of the tests have been published in
the scientific literature, and the core assumptions are
being extended in the designs of further experimental
tests. Furthermore, the experimental tests have been
far more demanding than the experimentation in
the mainstream psychology books, as you will see.
I am not saying that everything 1 say here has been
tested empirically, but I do make that claim about
the fundamental postulates and about a good many
derivations from them.

I will disagree in serious ways with most of the
widely accepted psychological theories you encounter
in popular literature, in textbooks (of whatever disci-
pline), and in the halls of academe. I will agree with
the other theories at some points, but the underlying
assumptions of the theory here (Perceptual Control
Theory) are not those you will find either printed
or implied on many of the pages printed about
psychology. In that sense, this book is disputatious.
I do not, by the way, claim that those other authors
and lecturers are immoral or mentally deficient.
I claim only that they are wrong.
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This book is about what life is like for hu-
mans—how we function, what we can and cannot
do with our brains and bodies, when we are happy
and unhappy, and the like. It is not only about what
human life is now and has been like, but also about
what it can be like—about what [ want it to be like.

As I have said, the book is not bound by the cus-
tomary topics and rituals of academic psychology. It
has, however, other limitations. Despite my efforts
to keep my assertions close to the logic of the theory,
some of what I say will inevitably be tainted by my
various insularities. My education, for example,
has been mostly modern. I am unable to quote ex-
tempore from Lao-tzu (6th century B.C.), Confucius
(551479 B.C.), Socrates (4702—399 B.C.), or Men-
cius (4t century B.C.), not to speak of Democritus
(4602-370? B.C.) or Aristotle (384-322 B.C.). My
professional training and work have been largely in
the field of social psychology, although I did not
enter graduate school until the age of 34 and there-
fore have the benefit of some other occupations in
my earlier years. Further, though I have been poor
and in one period suffered some debilitating pangs
of hunger, most of my life has been, economically,
one of white, middle-class comfort. I am thoroughly
North American, and speak only English. Ilived in
Central America for some years, but I have visited
Asia (Japan) only for three weeks, and I have never
traveled to Europe. Ihave no children of my own
flesh, but I have known the deep satisfactions and
glories of mutual love with two wives and the terrors
and grief during the long dying of one.

Some conditions of my life were given me at birth.
I chose the profession of psychologist, however, after
I had some experience of adult life. Ilearned some
things about social psychology from Calmer Batalden,
a colleague and friend in the Panama Canal Zone,
and in the summer of 1948 I attended summer school
at the University of Nebraska, where I was fortunate

that the book by Krech and Crutchfield (1948) came

into my hands. I went back to the high school in the
Canal Zone where I was a department head, opened
the book to the how-to-do-it section, and did what
the book said to do. The results were remarkable. It
was that experience, and similar experiences in later
years, that gave me a commitment to a psychological
view of work and daily life. After my graduate studies
at the University of Michigan, however, I found that
I had to shake off the academic attitude toward the
study of psychology if I was to make use of the useful
parts of what I had learned. I am grateful to my col-
league and friend Richard A. Schmuck for showing
me some of the ways I could do that. I found, too,
as | read further works in psychology, that the books
that deviated from the established academic patterns
were the books that gave me the most help. Indeed,
the 1973 book by William T. Powers enabled me
to make sense of all my previous discontent about
psychological study. The Perceptual Control Theory
(PCT) originated by Powers serves as the backbone
for this book. Well, as more than that, actually.
You'll see.

THANKS

Quite aside from my greedy use of their ideas
about PCT;, I am very grateful to the following for
their helpful criticisms of various parts or all of the
manuscript: W. Thomas Bourbon, Timothy Carey,
Chris Cherpas, Kurt Danziger, Hank Folson,
Dag Forssell, Bruce Gregory, Richard Kennaway,
Len Lansky, Richard S. Marken, Bruce Nevin,
Mary Powers, William T. Powers, Richard Robertson,
Raymond E. Sund and Mary Claire Runkel.

I am grateful to Dag Forssell for redrawing and
improving most of my figures and for a great deal
of generous help in further ways to make the book

readable.
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Partr 1

C ONTROL OF PERCEPTION

ack in 1733, the English poet Alexander

Pope wrote, “The proper study of man-

kind is man.” Pope was describing the

benefits of understanding ourselves and
our fellow humans. A great many of us are still en-
gaged in that proper study. This book is one more of
the thousands that have followed Pope’s advice.

Those who write about people go about the task
in various ways. One way to study people would
be to circle the globe in a spaceship and observe the
evidences of human activity: lakes growing behind
dams, clusterings of the lights of cities at night,
black clouds rising from burning oil wells, and so
on, much as one might study ants by watching the
heaps of soil-particles rising around the holes of their
burrows. Information about such large-scale events is
welcomed by economists, demographers, and geog-
raphers, not to speak of public-health professionals,
farmers, and astronomers. Another way would be
to sit on the side of a mountain for a few centuries,
look out across the plain, and watch farmers growing
their crops and selling them in markets, road builders
opening routes from one horizon to another, houses
clustering and cities growing, herds of bison or gnu
dwindling, and armies slaughtering each other—the
“pageant” of history. Information about events at
that scale is welcomed not only by those I mentioned
just above, but also by historians, political scientists,
and sociologists, not to mention politicians, people
in businesses of all sorts, and the military.

Or one could listen at political gatherings, attend
public lectures, eavesdrop in hotel lobbies and bus
depots, and read newspapers. One could attend
rock concerts, conventions, football games, board
meetings, classroom meetings, and conferences.
One could listen to strollers in the park, conver-
sations by the drinking fountain or in the parking
lot, families at dinner, and so on. Information from

those settings has been useful to historians, politicians,
anthropologists, linguists, psychologists, and sociolo-
gists. One could watch a single person for a month
or a year, observing the kinds of dealings the person
had with others, emotional attachments made and
broken, deceits practiced or given up, physical exercise
undertaken, and visits to physicians. Information at
that scale is welcomed by anthropologists, psycholo-
gists, physicians, and novelists, among others. One
could also read records such as those kept by physi-
cians and get information interesting to neurologists,
physiologists, and some psychologists.

Information about human life at those various
scales—from movements of masses of people to the
small doings of individuals and the smaller doings of
their internal organs—is useful in many ways. But
every kind of information is more useful for some
purposes and less useful for others. When we watch
the actions of other people, we learn the sorts of ac-
tions of which they are capable and the circumstances
in which they are more capable and less capable. We
learn the frequencies with which, this week, they
take various sorts of actions and the circumstances
in which the various frequencies appear. We do
not learn, however, how the people can be capable
of those actions. We do not learn anything about
the internal functioning that enables people to do all
those things. How is it, for example, that a person
can stand upright? How is it that we czn manage, as
awind pushes on us, as we move to wave at someone,
as we stand on the deck of a wallowing ship, and as
our muscles tire, to remain upright instead of toppling
over, as you would naturally expect a mere assembly
of loosely jointed bones and yielding flesh to do? And
when we get distracted from our purposes, as we do
repeatedly every day, how is it that we can repeatedly
return to those previous purposes instead of staying
with the new direction into which the distraction
(so some would think) has sent us?
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Thousands of books have been written about
human behavior that do no more than describe
what can be observed of the movements of humans.
Nevertheless, if a book inquires into the springs of
human acts or the human uses of them, the author
must inevitably make some assumptions about the
functioning of individuals. And of course every au-
thor does. Everyone, in fact, author or not, has some
belief (some theory) about “what makes people tick.”
There are two common theories the world over. One
is that people do what they do because of the kinds
of persons they are. Psychologists call that the theory
of personality. The other is that people do what they
do because of the stimulation they get—because they
are pushed on by something. Psychologists call that
the theory of behaviorism. (I am simplifying here,
but not much.) Both theories ignore important and
obvious features of behavior.

The most obvious thing, it seems to me, is that
living and nonliving things obey different laws of
behavior. The flesh and blood of living things is as
subject to the laws of physics and chemistry as all
other materials, but the behavior of the whole living
creature arises from causes lying both without and
within. Those causes, without and within, act jointly
and simultaneously. Accordingly, I spurn theories
that rely only on forces from outside the person; the
behavior of the whole creature does 70z obey the laws
of physics. If you push on a rock, it will roll over and
lie there uncomplainingly. If you push on a person, the
person is very likely to push back, remain standing, and
utter a complaint something like, “Who d’you think
you're shoving?” Living things push back. Why do
I mention such an obvious thing? If you have never
read a book on psychology, you might naturally sup-
pose that every psychology book would begin with the
fact that humans and other living creatures typically
act to oppose disturbances from the environment, to
maintain conditions favorable to them. Actually, few
books do, at the beginning or anywhere else.

When we look for the “stimulus” that will “cause”
someone to ‘react” in the way we desire, we are using
a conception substantially the same as that of pushing
an object to where we want it to go—a conception
that works well with rocks, footballs, and dead bod-
ies, but not with living creatures. That conception
leads to the belief, when our relations with others are
unsatisfactory, that things can be set right by pushing
other people into their presumed proper places—into
the behavior we think suitable. At the extreme, that
conception leads to the murderous use of force.

But that conception gets us into trouble long before
it gets murderous, because the people we push on are
going to push back, in one way or another, at the first
smallest hint that we are disturbing the perceptions
they want to maintain. They cannot help doing so.
All living creatures are built that way.

You can see now why I titled this book “People as
Living Things.” Living things have purposes, goals,
criteria, standards. They want to perceive certain
conditions and not others. They are always ready,
24 hours a day and 365 days a year and another on
leap years, to react against disturbances to what they
want to perceive. How they can do that is what this
book is about.

The theory I use here to explain how people can
maintain their perceptions of what they want to per-

ceive is called Perceptual Control Theory (PCT).

FOOTNOTES AND REFERENCES

Skip this explanation
if you are an old hand with footnotes
and references to literature

Often in these pages, you will encounter mentions of
other authors, like this: “Estervern (1832).” Some-
times you will find the mention written out, some-
thing like this: “In 1832, Estervern wrote a book in
which. .. .” I will always give some clue to the reason
I am mentioning Estervern so that you can judge
whether you care to read what Estervern has to say.
You can find the full bibliographic specifications for
Estervern’s book, article, or other writing in the list
of “references” at the end of the book.

But I will notalways be able to tell you in only a few
words the reason I have mentioned Estervern. Once in
a while the explanation, if T were to put it in the text,
would become too long and be a nuisance to you. In
those cases, [ will use a footnote indicator in the form
of a superscripted numeral!. The “footnotes” will not
appear at the foot of the page, but instead will appear
in a list at the end of the chapter as “endnotes.” An
endnote will always refer to literature, and it will often
contain a comment. [ will never write an endnote
without a reference to other literature.

If you don’t care what other writings came to my
mind as I wrote, or if you feel no urge to read some-
thing further on the topic, you can just let your eye
glide past the superscript or Estervern’s name.

ILike the “1” you just saw after the word “numeral.”



Chapter 1

The springs of action

eople have always been fascinated by the

actions of others. We like to hear about the

doings of neighbors, friends, fellow citizens,
even strangers in far-off places. We exchange news
orally; we read newspapers and magazines; we watch
television. We have, most of us, such eagerness for
tales about others that we devour not only news about
actual people, but also tales about wholly fictional
people in books, in theaters, and on television. Many
of us listen avidly to storytellers.

Some of our desire for news about others comes
from the sheer practical importance of the infor-
mation. Has George come home yet with the gro-
ceries? Does the teacher approve what I wrote in
my essay? Are the people at that company offering
employment of a kind I want? Have the people at
the bank credited the check to my account? Is this
person welcoming my attentions? A great deal of the
time, however, we seem to seek information about
people, real or imaginary, for the sheer fascination of
it. Much of the time, we listen to the current gossip,
go to the theater, read a novel, or watch television not
to be instructed, but merely to enjoy watching people
choose actions that get them into or out of interesting
situations. Some of the pleasure is esthetic, and some
is simply that of “Gee whiz! Imagine that!”—Ilike the
pleasure of discovering the unending variety of stones
and shells on the seashore. Much of the pleasure of
the sciences is of that last sort—a pleasure any col-
lector knows. Here is a fine specimen—and it goes
into a case with others of its kind or perhaps into a
case by itself.

Often, merely watching the passing parade is not
enough. Often, we want to fit our new experience
into our earlier experience to make categories and
sequences, connections and patterns, so that our
memory becomes more than a jumble of items. We
want to explain, interpret, understand, or “find mean-

ing in” the behavior of our fellow humans. “Is this the
kind of behavior I should expect from Alfred in the
future?” “Will Maisie always be angry in situations of
this sort?” “What caused Veronica to wait so long?”
“Why did Joe choose to do #hat?” Sometimes we think
a work of fiction fails to match our own experience:
“Would any real person do #hat?” Questions of that
sort and also answers to them come into out minds
repeatedly, every day. I write in this book about un-
derstanding the actions of others and of ourselves.

Some of us spend the greater part of every day
dealing with actions of others and ourselves—an-
ticipating actions, estimating the consequences of
the actions that occur, adapting our own actions
to those actions, and reflecting on what happened.
A salesperson does that, and so does everyone who
deals much with other persons—clerks at check-out
counters, taxi drivers, counselors, clergy, librarians,
hairdressers, nurses, politicians, managers, social
workers, police, waitpersons, and so on. When we
are with our families, we deal with their actions and
our own almost constantly.

Some of us spend long hours alone, out of reach of
others. Some people spend hour after hour in front
of a computer-screen writing programs. Some spend
hours in a lonely laboratory working with chemicals
or bacteria. Some people go off into the wilderness
to be “away from it all.” Charles Proteus Steinmetz
(1865-1923), the famous electrical engineer and
inventor, liked to get in a canoe and paddle into the
middle of a lake to think about electrical machin-
ery. Ido not know how much Steinmetz, afloat,
thought about his relations with other people. But
some people go off to a quiet place expressly for the
purpose of reflecting on relations among people
more deeply than is possible while interacting with
others. Henry David Thoreau (1817-1862) went
off to Walden Pond and wrote a good many essays
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about his relations with other people in the world and
their relations to one another. (Actually, he was not
as isolated as the popular tale has it. One biographer
writes, “. . . hardly a day went by that Thoreau did
not visit the village [of Concord] or was not visited
at the pond.”) People who think even a little about
the complexities of social life often feel the urge to
get away from the constant demands of others upon
their attention—to get to a place where they can sort
through their own thoughts aboutall those demands.
Sometimes they think about the subject while riding
on the subway; sitting in a waiting room, or lying in
bed. Sometimes they go into a study, close the door,
and write books.

We do not, any of us, think about the actions of
ourselves and others at every opportunity. I might
go up to a clerk in a store and ask, “Do you have any
sportshirts cut straight across the bottom?” If the clerk
says “Yes, right over there,” or “No, sorry,” I go on to
the next step without pausing to wonder about how
the clerk came to say “yes” or “no.” If; however, the
clerk says, “Who cares?” and walks away, I am likely
to wonder how that reply could have come about.
Most of us, I think, reflect upon human action now
and then, fitfully, and unsystematically.

Some of us, sometimes, take pains to think about
human action systematically—to search for features of
human action that always stay the same, to examine
carefully the reliability of the information we get, to
examine the logical connection between the infor-
mation and our beliefs about the constant features
of action, and to look for instances of behavior that
could contradict the beliefs we are forming. When we
take all that care with information, logic, evidential
connections, and disproof—when we search for state-
ments about human action that will hold up against
all conceivable observations of action in the actual
world—then we are thinking about human action
in the way scientists are presumed to do. I will try in
this book to maintain the scientific point of view, but
I will try also to give as much respect to information
from everyday experience as to information from the
laboratory. You saw me do that in the introduction
to this part of the book when I wrote that it is obvious
that living and nonliving things obey different laws of
behavior. By “obvious,” I meant that nobody has to do
a systematic experiment to ascertain that fact.

When I want to refer to the scientific study of
human action, the available terminology is awkward.
“Psychology,” “social science,” and “life science” all

have their advantages and disadvantages for use here.
I will be writing mostly in the domain where those
subjects overlap, but I will also stray now and then to
one side or another. Instead of trying to be precise, I
think it will be best merely to ask you to understand
that [ will be using those labels and some others, too,
all somewhat sloppily.

TWO SPRINGS OF ACTION

In thinking about human action, we must pay at-
tention to two sources of the need to act. One source
is the person, or more precisely, the mind—the many
patterns of electrochemical activity in the nervous
system (or neural net) of the individual. The other
source is the environment—the many events out
there producing energies that impinge upon our sense
organs and the many objects and materials we can use
in our daily pursuits. Action or inaction depends on
the interaction of those two sources. Neither source
alone can produce action in a living creature. I will
give several examples here of the way acts result from
the linking of the two sources. TI'll begin with the
intensity of light striking the retina of the eye.

Example: Amount of light

Our nervous system is connected to the light-re-
ceptors in the eye in such a way as to regulate the
amount of light falling on the retina. When the light
is brighter, the nerve bundles from the retina send
electrical pulses toward the brain at a more rapid rate
than when the light is dimmer. The nervous system
maintains a memory of the range of light intensity
within which the retina will function properly. When
the light is too bright, the iris contracts at the center
so that the pupil becomes smaller, admitting less light.
If the light is so bright that shrinking the pupil can-
not keep out enough light, we can close our eyelids,
hold a hand in front of our eyes, turn the head away
from the source of the light, put on dark glasses, pull
down a shade, walk to the shady side of the building,
and so on. We act to maintain or achieve a desired
perception—to maintain the desired level of some
incoming energy that can be sensed. But if the light
intensity is just right to match the internal standard
for brightness, we do none of those things. The “act”
we choose then is to leave things as they are; an ob-
server would think we were paying no attention to
the intensity of the light. When the incoming lightis
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within the “right” range of brightness, we usually pay
the fact no conscious attention. We become aware
of “too much” or “too little” light when the action of
the iris and the eyelid no longer suffice to bring us
the intensity we want.

Note the necessary sources of the act. First, there
must be an internal standard for a level or range of
incoming energy that we want to maintain. In this
example, we want the incoming light to be neither too
bright nor too dim. That standard is the (1) nzernal
source of the act. Second, there must be a disturbance
of that level or range such that, if the disturbance were
not opposed, the perception of the incoming energy
would no longer match the standard. In this case, I
gave the example of the environment supplying light
that is too bright. That disturbance of the desired
level or range of perception is the (2) external source
of the act. Neither of those necessary sources of the
act, however, specifies a particular act by which the
individual will bring the level of light back to the
level wanted.

We choose acts (a) that we conceive to be likely
to alter the magnitude of the disturbed perceptual
variable so that it matches the internal standard and
(b) that make use of objects that we perceive actually
to be present in the environment. For example,
I might think of reducing the general level of light in
the room by covering a window. I might notice that
the window is flanked by drapes pulled to each side.
Butif T believe the drapes to be purely decorative, and
do not conceive that they might be brought together
to cover the window, I will not act to do that. That
is an example of the first case (a) conceiving a way to
use a chunk of the environment. For an example of
the second case (b), I might think of putting on dark
glasses, but I could not do so if I had brought none
with me and saw none nearby.

There is a third necessity if a particular act is to
occur. Even though we judge some feature of the
present environment to be suitable for use in restoring
a perception to the level we desire, we will not choose
that line of action if doing so will threaten some other
variable we are controlling. For example, a friend
might be sitting beside a window reading a book. In
that case, I might not pull down the shade to reduce
the general level of light in the room, because doing
so would disturb what I perceive to be a comfortable
environment for my friend. I would choose some
other act instead.

Here [ want you to think back (or even look back)
at what I have been expecting you to find interesting

about light falling on your retina. I have not been ask-
ing you to imagine yourself an experimenter watching
someone else’s actions when the experimenter shows
the person certain kinds of things. Nor have I been
writing about kinds of actions or conditions that an
experimenter might find going along frequently with
some other kinds of action on the part of some people
the experimenter was watching. Instead, I have been
asking you to imagine light falling upon your eye,
to imagine what you might care about when that is
happening, and to imagine what you might do to
keep the light at an intensity you prefer. You will
find that emphasis on perception and on your point
of view (not an experimenter’s) throughout this book.
That emphasis is characteristic of Perceptual Control
Theory (PCT). That is not to say that Perceptual
Control theorists disdain experimentation. Quite
the contrary. In their experiments, however, they are
not seeking to learn how the world is experienced by
experimenters, but how it is experienced in everyday
life by anyone.

In this first example, I have set forth three
necessary features of the two springs of action, though
the matter gets complicated in a situation containing
many persons, each controlling many perceptions
simultaneously, those persons sharing an environment
rich in opportunities to take action to restore levels of
disturbed perceptions they want to control, cherishing
differing understandings of the possibilities in the
environment for restoring their disturbed perceptions,
and sometimes acting in ways that interfere with the
actions of others. Later parts of this book will be
devoted to the ways we deal well and poorly with such
a complicated situation. The early chapters, however,
will explain how certain characteristics of individuals
give them their capacity for dealing well or poorly with
disturbances of their controlled perceptions.

Requisites for a Particular Act

Before going on to further examples, I will review now
what I have said so far about the springs of action,
but in a more formal way, and add some comments.
For a particular act to occur, it is first necessary that
the person be motivated to take some act—that is, it
is necessary that the person experience (not necessar-
ily consciously) a mismatch between (a) an internal
standard for what the person wants to perceive and (b)
the actual perception. That mismatch or discrepancy
motivates action. The first two Requisites for action,
therefore, are
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la that the person be controlling a perceptual vari-
able (such as intensity of light).

1b that some environmental event disturb the
controlled variable; more exactly, that the
environmental event have an effect on the
controlled variable such that, if the variable were
not controlled, the variable would underreach or
overreach the internal standard.

In stating those two Requisites, I have become a
little more technical in writing variable instead of
perception. When you perceive something, you per-
ceive some aspect of it to some degree. The degree
can vary. Light can vary in the aspect of intensity and
the aspect of blueness. The sound of a trumpet can
vary in brashness. I will sometimes write perception,
sometimes perceptual variable, and sometimes just
variable, as convenient.

If only one or neither of those first two Requisites
exists, the person will not act. Ifboth those conditions
exist, the person will act. The direction of the action
will be such as to bring the controlled variable back to
the level or limits specified by the internal standard.
The first two Requisites determine only whether any
act, some act, will occur; they do not determine the
particular act.

What do I mean by a particular act? I have not
been able to think up a neat, concise definition. Let’s
just leave it to be an undefined term.

All of this can be conscious—or none of it. Most
of the time while you are reading these words, you are
unconscious of having an internal standard for light
intensity and unconscious, too, of the actual intensity
you are experiencing. If the intensity diminishes,
you may turn the book more toward the light with-
out being conscious that you are doing so—if you
are sufficiently interested in what you are reading.
On the other hand, when you are settling down to
begin reading, you will often be conscious of all those
perceptions.

I have made here a sharp distinction between
what is internal (the perceptual standard) and what
is external (the event that disturbs the controlled
perception). Actually, disturbances can arise within
the nervous system, too, as when we are examining
our own thoughts. But I'll say more about that sort
of thing later.

You may have noticed that I have been trying not
to refer to causation. I have been trying not to say
that an internal standard causes something or that
an environmental disturbance causes something.

By itself, an internal standard causes nothing, and by
itself, a disturbance causes nothing. Something hap-
pens only when a disturbance affects a variable that
the person seeks to hold to a standard. Even then,
however, a particular act is not caused. All we can
say, when a controlled variable is disturbed, is that the
person begins acting toward the goal of returning the
variable to the standard. The coupling of the first two
Requisites does not cause a particular act; rather, it
sets off a search for a way of matching the perception
to the standard.

Next it is necessary that the person find an object
or event or feature of the environment that can be
used in carrying out an act that will affect the con-
trolled variable. This necessity has three and some-
times four aspects. It is necessary

2a that some means (object, event, or feature)
suitable for affecting the controlled variable be
available in the environment,

2b that the person come upon or believe it possible
to come upon a suitable means,

2¢ that the person be capable of carrying out an act
with an object or other means that will affect the
controlled variable (this includes being capable
of conceiving or imagining the act, when that is
a necessary step),

2d and sometimes (if the act begins in the conscious
state) that the person estimate the likelihood to
be sufficiently high that a feasible act will aid in
controlling the perceived variable.

Here are two examples of Requisite 2a: If a person
you are about to ask does not in fact know anything
about the binomial theorem, it doesnt matter whether
you think she does; you will not find out about it from
her. If you want to be warmer by putting on a coat,
you will not do that if you have no coat.

Under Requisite 2b, I mean, for example, that a
suitable object may not at the moment be visible, but
the person may correctly believe it possible to find a
suitable object by opening a drawer or looking in a
catalog. If you do not know there is a pair of pink
socks in your drawer, you will not choose to wear
pink socks this morning. If indeed there actually is
no pair of pink socks anyplace about, it doesn’t matter
whether you think there is; you will not wear pink
socks this morning.

Here are examples for Requisite 2¢. I might want
to move a piano up the stairs and into my living room.
I might imagine doing it by myself, but if I tried to
do so, I would find the piano far too heavy. I would
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not attain my goal by using only my own body, no
matter how vivid my imagination. Some uses of
the environment are unavailable because of lack of
knowledge or envisioning. IfI wanted to polish brass,
I'would not try to use hot vinegar and salt if I did not
know that those ingredients would do it. If I wanted
to go to China from Europe but conceived the world
to be flat, not round, I would not choose to go west
to China. IfI wanted to protect myself from illness,
but had no conception of germs, it would not occur
to me to boil water before drinking it. Depending
on the emphasis you have in mind, you could also
classify these last examples under 2b.

When I speak of the requisites for a particular act
to occur, I mean a purposive act, not an accidental
act. Bumpinga lever or putting on someone else’s hat
can happen accidentally, without having to be con-
ceived beforehand. And when I speak of conceiving
the act, I do not mean that the conception must be
conscious. An image in memory can guide an act
even though the image does not rise to consciousness.
I am using here mostly conscious acts as examples,
but the Requisites for a particular acts apply just as
well to unconscious acts if you ignore the conscious
aspects.

Here are examples for Requisite 2d. If you think
the likelihood is very small that any female knows
anything about the binomial theorem, you will not
think to ask any female to explain it to you (and you
will never find out that many females do know about
the binomial theorem). If you think a rope bridge is
possibly too rotten to bear your weight, you will find
some other way to cross the river.

Finally, the third Requisite for an act to occur is:

3 That the chosen act not disturb some other con-
trolled variable.

I do not claim that my categories of restrictions on
one’s choice of an act are the best. What you see here
is my third revision, and the scheme still has faults.
Feel free to revise the categorization to fit it better
into your own way of thinking.

Example: Amount of Sound

As a second example of the coupling of the two
springs of action, suppose you are listening to music
on your hi-fi. You prefer the music to be coming to
you ata certain loudness. But that perceived variable
(loudness) is disturbed by the fact that your hi-fi is set
to less loudness than you prefer. Obviously, you can

act to bring your actual perception into match with
your preference by adjusting the volume control. Just
as you reach out to do so, however, the thought comes
to you that you would like to maintain, too, your
friendly relations with your neighbors. You might
reach your goal of loudness by putting on earphones.
This example illustrates the third requirement.

Example: Conflicts

In the previous example, you solved the conflict
between two internal standards by finding another
path through the environment (the earphones) by
which to maintain your control of perceived loudness.
It is also possible to avoid the conflict by altering the
domain or meaning of an internal standard. I might
act, for example, to maintain a perception of myself
as an honest person. I might give back the money
the clerk in the grocery store gave me in excess of the
proper change, or I might tell the automobile sales-
person the defects of my automobile when I trade
it in on a new one, or I might tell my wife that it
was I, not the cat, who dropped the new vase on the
floor. But I might also tell myself that letting the cat
take the blame causes no harm to anybody; I might
maintain my belief that I am an honest person and
at the same time maintain my wife’s tranquility (and
mine) by telling myself that I lie only when it hurts
no one and telling my wife that the cat knocked the
vase onto the floor. Those are examples of require-
ments la and 3.

Sometimes you hear someone (perhaps yourself)
saying something like, “He could do it if he would
just get up offhis butt.” Or, “She had to do it because
they gave her no choice.” Both are wrong. He can
do itif he gets up off his butt and if the right environ-
mental opportunities are there. And choices are not
made for us by other people. Other people can put
into our environment conditions that make choices
more difficult for us, but we make our own choices.
Sometimes, because of their internal standards, people
even choose death in preference to what other people
believe to be reasonable.

Simple though those ideas may be, they are very
important in social life, for when we are busily pur-
suing our own purposes, we often forget them. We
forget that others may not find their way to the same
particular acts we might choose, or that they may not
reject the same acts we might reject. We forget (1a)
that others may not have the same internal standards
we ourselves cherish. Others may have standards of
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honesty that are stricter than ours or standards of
neatness that are looser than ours or a standard of
maximum light energy to the retina that is lower
than ours.

We forget (1b) that the environments of others
may or may not produce events that disturb the
controlled variables of the people there. Others may
feel urged to act when we ourselves do not, and they
may not feel urged to act when we do. We forget
(2a) that the environments of other people may or
may not offer the opportunities and limitations that
our own offers to us, and (2b) that other people may
or may not believe certain acts to be possible, and
(2¢) that they may not conceive the acts that we con-
ceive, and (2d) that other persons may not agree with
our judgment that a particular act will be likely to
improve control of a controlled variable. And finally
(3) we forget that others may or may not judge a path
of action likely to threaten more of their controlled
variables than just the one on which we have our
attention. The less we are aware of those differences
in the ways particular acts can come about, the more
often we will be baffled by the behavior of others.
Furthermore, if we are inept at communicating about
these matters (and most of us, I think, are inept),
mistakes and conflicts will multiply. Finally, we will
be more prone to mistake the unintended side-effects
of acts for their intended consequences.

In trying to predict someone’s action, we are often
wrong. Where is Al? I think he might be at Isabel’s
Bar. I call Isabel’s Bar, and sure enough Al is there.
I have predicted correctly. But I try the same thing
tomorrow, and Al is not there. It is not foolish to
estimate likelihoods. Al is always more likely to be
at Isabel’s Bar than at the Tuesday Music Club. But
it is beyond doubt wrong to suppose that you can
know enough about a person and her environment
to predict her action correctly every time. Even when
people say they will make an action predictable (make
a promise), they often fail to do so.

Traditional texts in psychology commonly say that
the goal of scientific psychology is to predict and con-
trol the behavior of other living creatures, including
humans. Subscribers to perceptual control theory will
not adopt that goal. Indeed, perceptual control the-
ory tells us that except in the most severely restricted
circumstance (such as a small cage bare of everything
but a lever and a hole in the wall), it is impossible to
reliably predict or control the behavior of other liv-
ing creatures—not just undesirable or difficult, but

impossible. You can influence the purposes and even
the behavior of others to some extent, sometimes
briefly and sometimes for a long time depending on
their purposes and the environmental opportunities,
but even then it is very chancy to try to predict their
particular acts. Now and then you can guess right,
but there is no reliable way to know whether you
are going to guess right the next time (except in the
severely restricted circumstances).

When I say it is impossible to predict particular
acts (or to cause them), I am speaking of a particular
means of reaching a goal taken by a particular indi-
vidual within a reasonable limited time period. In
predicting the route my wife will take to the grocery
store next time she goes, I will often be right, maybe
more often than not, but I will often be wrong, too.
I will say more about this later.

Example: Opportunities

I remember an experiment! I read about many years
ago that I admired very much. It occurred in full
“real life,” it was done at almost no expense to any-
body, and it ran a very low risk of doing even small
harm to anyone. At a building on the campus of a
university, the experimenters put up a sign a few feet
in front of the main door at the center of the build-
ing. The sign read, “This door closed.” Then, of
the people who came up the steps, they counted the
people who, seeing the sign, turned and went away;
they also counted the people who went past the sign
and into the building. Then they repeated all that
on the same day of the next week, during the same
hours of the day. This time, however, the sign read,
“This door closed. Please use door at end,” with an
arrow pointing off to the side. Asyou might suppose,
a much smaller percentage of people, during the
second trial, violated the sign.

I do not remember the explanation the authors
gave. The simple explanation, I think, is that the
second sign made it easier for most people coming
up the steps to find an alternate route to their goal
than did the first sign. This experiment illustrates
the second Requisite.

Example: Inside and Outside

Now I will give an example of how, even when several
people all seem to seek very similar goals in the same
environment and even when interacting with the
same person to reach those goals, they can nevertheless
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choose very different acts. You may think I am going
to too much trouble to make the point that there are
many ways to skin a cat. Ido so to counterbalance
the experiments paraded in psychology books—exper-
iments in which only one or a few internal standards
are presumed to be working and in which only one
or a few kinds of variations in environmental events
are allowed, and in which only one or a few kinds of
action are noted. For reasons I have explained else-
where (Runkel 1990, Chapters 4 through 7), I think
it fruitless in a complex and unpredictably changing
world to try to build an explanation of behavior
(a psychology) from such scraps.

My fictitious example will display what seems
to me an ordinary range of diversity in the actions
people might choose by which to maintain similar
desired perceptions in a work environment. I think
the diversity I have written into this example is quite
ordinary, but it is nevertheless much greater than we
typically find among the variables in experimentation
or field studies in the social sciences, even in extended
programs of studies.

Let us imagine visiting a machine shop and
observing four machinists. Of the four, Angie is
the quiet one. She seems taciturn, sometimes even
dour. The foreman says to her, “The day you say
something more than Yes, sir,” we'll all take an hour
off to celebrate.”

Paul is the most methodical and the neatest. He
wipes off his bench and sweeps the floor around it
several times a day. He spoils the fewest pieces of
work. Today he spoiled one. The foreman says to
him, “Well, what do you know! Old Perfect Paul
slipped up today!”

Darrell is the most loquacious. His garrulity seems
to soar when the foreman comes to talk to him. The
foreman can hardly geta word in edgewise. The fore-
man says to him, “All right, all right, hold still while
I say something.”

Catherine does good work, but she is often
absent. She calls in sick often enough to keep her
remaining sick leave close to zero, though she always
seems to be in good health when she is at work.
She uses up compensatory time as soon as possible.
She was absentyesterday. Today the foreman says to her,
“Well, I see you're honoring the company with your
gracious presence today.”

After observing a few more hours, we find that the
remarks of the foreman are typical. He has a sharp

tongue. Only Darrell ever initiates conversation with

him. Sometimes the machinists make derogatory
remarks about him to one another.

In my fictitious example, I am supposing that
all four machinists find the behavior of the foreman
disturbing to one or more of their internal standards,
and all want to reduce their experience of his biting re-
marks to zero. They all take actions containing some
feature which, in interaction with some feature of the
foreman’s behavior, will enable them, they hope, to
perceive a reduction in the foreman’s biting remarks.
The four choose different kinds of actions.

Angie tries to attract the foreman’s attention as
little as possible. If he talks to her, she uses replies
that she hopes will end the conversation quickly.
She reduces her own talking to a minimum in the
hope of discouraging the foreman from talking.
Paul tries to give the foreman no occasion for talk.
He tries to do his work so well that the foreman will
have no reason to talk to him. Darrell tries to give
the foreman no opening in his own flow of words.
When the foreman comes around, he prattles on,
hoping the foreman will give up trying to get a word
inand go away. Catherine simply stays away from the
foreman by staying away from work as much as pos-
sible. The four are all trying to maintain the “same”
perception—a low frequency of the foreman’s biting
remarks—but they use the environmental resources
in different ways.

If you were trying to see a simple causal con-
nection of the machinists, those four machinists
would certainly discourage you. Even if you had
been lucky enough to hit upon the abrasive features
of the foreman’s behavior as your “independent vari-
able” (the variable by which to predict something), the
ensuing actions would seem to scatter in very different
directions. One person chooses taciturnity, another
talkativeness, another proficiency, and another ab-
sence. The same stimulus seems to produce very
different responses. No lawfulness is apparent.

You might say, if you were thinking in terms of
customary experimental design, well, we can measure
and calculate the effects of all the “moderating” and
“intervening’ variables. Or we can conduct a long
series of experiments with all those moderating and
intervening variables balanced out. To use either of
those two strategies, you could rather easily think of
circumstances and personal qualities (variables) that
could make it easier for one machinist to choose one
kind of action and another to choose another. You
might speculate that Angie chose reticence because,
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unlike Paul, she did not have exceptional skill as a ma-
chinist and because, unlike Darrell, she was not facile
in speaking (maybe English was her second language),
and because she was not as healthy as Catherine and
needed to save up her sick leave for actual illnesses.
You might speculate, too, that Angie had a desperate
need for her job and couldnt risk initiating a griev-
ance procedure. That for the same reason, she didn’t
complain to the foreman’s boss. That she couldn
very often hear what the foreman was saying to the
others, thought the foreman was picking mostly on
her, was ashamed of it, and didn’t want to attract the
attention of the others by more noisy or visible ac-
tions. That she didn’t try to persuade the foreman to
be more polite, because she thought that would only
give him more opportunity to make nasty remarks.
That she didn’t try to hit the foreman with a baseball
bat, because there was no baseball bat on the premises.
That she didn’t hit him with a wrench, because she
thought she might lose the fight. That she didn’t ask
to be transferred to another foreman, because those
four machinists, with their foreman, comprised the
only machining department in the plant. That she
didn’t offer the foreman sexual favors or put arsenic
in his lunch, because she had internal standards
restraining her from those actions. And so on.

You can probably think of twenty more kinds
of action Angie might have taken, along with cor-
responding conditions that could have discouraged
her from taking them, to reduce her suffering the
foreman’s biting remarks. And you can probably
think of twenty more kinds of action that Paul, Dar-
rell, and Catherine might have taken. To measure
and calculate all those moderating and intervening
conditions, or to design experiments to compensate
for them, you would have to know a lot about Angje,
about the people around her, about the organization
of the plant and its norms, about the physical layout,
and so on.

And I have illustrated some of the possibilities
only of “responses.” Considering “stimuli,” we
would have to cope with a similarly large number
of possible features of the foreman’s behavior that
Angie and the others might perceive in addition to
his abrasiveness.

Turning to other internal standards that might
conflict with the desire to reduce the foreman’s remarks
differently in Angie, Paul, Darrell, and Catherine, we
would again find multitudinous possibilities. Internal

standards for being helpful to others, for taking inter-

personal risks, for enduring harassment, for maintain-
ing employment opportunities, for maintaining calm,
for suffering persecution on earth as the path to peace
in heaven, for proper respect for superiors—those
standards and many others could compete with the
foreman’s abrasiveness for attention and action; they
could compete for the use of environmental paths
through which to reduce the abrasiveness.

Multiplying the possible relevant aspects that four
or four hundred humans might perceive in an envi-
ronmental event by the events an environment might
produce, then by the possible internal standards that
might be compared with the perception, then by the
possible degrees of discrepancy between perception
and standard, then by the available resources in the
environment through which to select suitable action,
and then by the effectiveness of the various actions,
we get a number of cross-combinations of conditions
so large as to be not merely formidable, but dumb-
founding and preposterous to contemplate. Even so,
my examples of variables were all static ones. I said
nothing about dynamic interactions among variables.
But though the number of cross-classifications dumb-
founds the experimentalist trying to work only with
the concepts of stimulus and response, it also brings
us awe and humility in contemplating the adaptability
and ingenuity of humankind in coping with distur-
bances to controlled variables. Despite the varieties
of internal standards we find in other people and the
acts they choose for controlling their perceived vari-
ables, we do nevertheless manage a great deal of the
time, even in stressful situations much worse than the
situation I have pictured for Angie, Paul, Darrell, and
Catherine, to carry out joint work effectively.

I will make no attempt in this book to try to
explain the behavior of humans (or of rats or of
Escherichia coli) by explaining the behavior in each of
all those thousands of cross-classifications of variables
that I described above. My strategy will be quite
different. I will describe the internal functions with
which humans seem to be naturally endowed and to
describe the ways humans use that endowment to
keep events in the environment from disrupting the
integrity of their bodies and minds—that is, how they
control their perceptions. The early chapters will lay
out the reasoning and some evidence. Later chapters
will show how the control of perception can be seen
in complex social interaction.
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SUMMARY

We often find ourselves wanting to “make sense” of
the actions we are witnessing or being told about.
Some of us, sometimes, take pains to think about
human action systematically—to search for features
of human action that always stay the same, to examine
carefully the reliability of the information we get, to
examine the logical connection between the infor-
mation and our beliefs about the constant features
of action, and to look for instances of behavior that
could contradict the beliefs we are forming.

One source of human action is the person, or
more precisely, the mind—the many patterns of
electrochemical activity in the nervous system (or
neural net) of the individual. The other source is the
environment—the many events out there producing
energies that impinge upon our sense organs. Action
or inaction depends on the interaction of those two
sources. The Requisites for action, therefore, are:

1 that some environmental event disturb a
perceived variable the person is controlling.

2 that the person find an object or event or
feature of the environment with which to affect
the controlled variable.

3  that the chosen act not disturb some other
controlled variable.

There are many ways to skin a cat.

ENDNOTE

I'The experiment was reported by Freed, Chandler,
Mouton, and Blake (1955). Blake and several
colleagues engaged in a series of clever experiments in
Austin, Texas about that time. See, for example, Blake
and Mouton (1957), Lefkowitz, Blake, and Mouton
(1955), and Rosenbaum and Blake (1955).
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Chapter 2

13

Living things

to you, the first axiom that you must accept

is this: living things do not act like nonliving
things. If you deny that, this book can only annoy
you. That axiom may seem so obvious to you as
to be not worth mentioning. Yet most of us very
often act as if we expect other people to behave like
rocks. And when we act toward other people as if
they were rocks or blankets or typewriters or teacups,
we make unending trouble for ourselves. It is true
that people do have some features in common with
rocks and typewriters. There are, however, important
differences between living and nonliving things that
most of us overlook time and time again, and to our
sorrow. One of my chief purposes here is to make it
easier for you to call to mind the important differences
between people and rocks.

I do not say that we often mistake people for rocks.
We do tell them apart, but how do we, indeed, do so?
How do we distinguish living from nonliving things?
What features are most telling? Some familiar features
are not wholly reliable indicators. A slugcan look very
much like a little rock. A slug moves, but so does a
river. A human talks, but so does a radio.

[ f the rest of this book is to be of any service

PURPOSES

The crucial difference between living and nonliving
things is purpose. Physical laws are sufficient to de-
scribe the behavior of a nonliving thing. Physical laws
are necessary to describe the behavior of a living crea-
ture, but they are not sufficient; you must also take
account of the intentions or purposes of the creature.
You must know what the creature wants to do.
Think of throwing a ball to Cora. Your hand
pushes the ball in Cora’s direction. Your hand “tells”
the ball to go to Cora. When the ball leaves your

hand, it must move in a ballistic arc described by
Newton’s laws of motion; it can do nothing else.
The ball will not stop until something physical stops
it—Cora’s hands or the ground or something else.
The ball has no character enabling it to stop or turn
in midair. If you have thrown the ball so high and
fast that it will go over Cora’s head, it will do you no
good to shout at it. The ball will continue over her
head.

Now think of sending Charles with a message for
Cora. You tell him, “Take this to Cora,” and you give
him a shove in the right direction. If Charles accepts
your purpose as his own, he will go off to Cora with
your message. But if he has no care for your purpose,
he may turn aside to watch a croquet game or to go
fishing. Our ball contains within itself no purpose of
its own. It moves as your hand “tells” itand as its own
mass and the earth’s gravitation tell it—as a physical
thing must. But Charles contains within himself his
own purpose, either one he generates (such as going
fishing) or one he borrows or accepts from you (car-
rying the message to Cora).

Even if Charles accepts your charge to him and
carries the message faithfully, his trajectory will not
be analogous to that of the ball. Charles will turn
left or right at his own initiative to avoid obstacles.
He will look farther afield if he does not find Cora
where he looks first. If he does not at first find Cora,
Charles does not (as the ball would) fall down on the
ground and lie there.

Or think of walking up to a statue—a nonliving
statue of stone or wood or papier-maché. Push on
it. If you push hard enough, the statue will tip and
then fall over. As the statue begins to tip, it will not
increase its backward push against your hand; it will
do nothing that would help it remain upright. And
after it topples, it will not get up again. It will just
lie there until someone moves it. If, however, you
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walk up to a person and push, the person, intending
to remain upright, will immediately push back.
If you push harder, the person will push back hard
or jump away to avoid your pushing. If you push
suddenly and hard so that the person falls, he or she
(the person who wants to be upright) will immedi-
ately leap upright.

The nonliving statue is passive; it obeys Newton’s
laws of motion. It continues in its state of rest or
uniform motion until disturbed by an outside force.
Then it moves in whatever direction the force pushes,
and remains in its new state. The material structures
of human bodies also obey Newton’s laws, but people
go beyond reactions to external forces, initiating their
own forces to guide their actions toward their own
purposes. People at all times act to maintain their
preferred states. If a person wants to remain vertical,
the person exerts an immediate counterforce against
any disturbance to that preferred state.

In Chapter 1, I said that we choose actions be-
cause of internal urges or standards and because of
what is possible in the environment, the two sources
of causes acting simultaneously. What I said there
may have sounded as if the two sources are equal in
their effects upon our actions—or as if each realm,
the living and the nonliving, puts shape on events
in the other. That is not the case. Living creatures
bring about events in the environment that nonliving
things cannot produce. Nonliving things always go
downbhill unless thrown uphill by an external force.
Living things go uphill whenever they wish. If they
have the strength, they go directly uphill; if they do
not, they find some way to circumvent that diffi-
culty. The environment does not put shape on living
behavior; the environment offers opportunities and
restrictions, but it does not determine the particular
actions of living things. I will put more detail on this
asymmetry in Chapter 3.

Rocks, balls, and statues do not push back; people
do. Rocks, balls, and statues do not start, stop, or alter
their paths to carry out inner purposes; people do.
Living creatures counteract disturbances to preferred
or intended states; nonliving things do not.

TALKING ABOUT PEOPLE

All that, I hope, seems simple and straightforward.
Yet our ways of talking about other people often
sound as if we think people will behave like statues.
Here are some things we say:

Put some pressure on him.

We'll push to get it done.

She can pull strings.

She made me do it.

They resisted.

She carries more weight than he does.
I've got to get the upper hand.

You can imagine saying those things about nonliving
objects: Push the rock out of the way. Take hold of
that thing. Pul/ the strings of the marionette. The
heavy rock resisted our efforts. But we speak about
people that way, too, as if our dealings with them
were as simple as that. Some of us even speak of
“knocking some sense into” people as if bringing
about understanding, or at least compliance, could
be brought about in a manner analogous to kicking
a vending machine that isnt giving out an expected
candy bar. We speak of “getting the upper hand” or
of “handling” someone carefully. The word manage
comes to us from the ancient Latin word for “hand.”
We speak of a person who assists in the training of a
prizefighter as his “handler.”

Managers and administrators often speak with
metaphors implying that “hard” things or methods
are more effective or reliable or true than “soft”
ones. “Now, don’t go soft; youre going to have
to be hard with him.” “These are the hard facts.”
To many people, hard, strong, and tough sound
good, while soft, weak, and tender sound bad
—or at least incompetent. As Kenneth Boulding
(1990, pp. 77-78) has pointed out, however, actions
called strong and hard are usually those using threats,
and threats often have less lasting effect than negotiat-
ing or purchasing, even though talking and paying
for benefits are sometimes considered weak behavior.
Taking a “hard line,” Boulding says, usually signals
unwillingness to learn. To be “tough,” he says, is usu-
ally to defend oneself against change, whereas “it is the
softies who are adaptable,” and often “the softies who
survive and have the greatest power” (p. 78).

Among nonliving things, it is sometimes true that
the harder things are the more effective. One uses
harder metals to shape softer metals. But even with
nonliving things, the opposite is also sometimes true.
Water wears away rock. A dinner plate is easily broken
with a fist. An edge of paper will cut tough skin.

My point is simple: Our language provides us with
many easy ways to speak misleadingly about living
things, including ourselves. If we go by the surface of
the words, if we do not beware the metaphors, we can
find ourselves behaving stupidly toward others.
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TREATING PEOPLE LIKE THINGS

Not only do we often talk about people as if they were
nonliving objects, but we often act toward them that
way. Here are a few ways we do that.

Suspended Animation

We treat people like inanimate objects when we act
as if people, like rocks, do nothing between the times
they are in our presence—as if nothing goes on with
other people except those matters in which we have a
hand. Few teachers (at least those in colleges where I
have studied or taught) try to find out what students
already know before starting their lectures.

We often think, too, that if other people do not
seem to be doing anything, then indeed they must
be doing nothing, or at least nothing that could be
important to us. We often think that children who are
quiet are not doing anything important to themselves,
either. I remember a day at school when I was in the
fifth grade. It came time for music appreciation, and
I discovered, to my joy, that the teacher was about
to play Rossini’s overture to “William Tell” on the
phonograph. It was one of my favorite pieces. I put
my arms on my desk, put my head on my arms, and
closed my eyes, ready to hear every treasured note
with full concentration. I heard the teacher’s shoes
clacking along the aisle. “Philip!” she said. “Sit up
and listen to the music!”

Another example: I was once giving a long
lecture to a large crowd and noticed some signs of
inattention. Even a dear friend, sitting near the front,
was staring unseeingly out a window. I wanted to do
something to recapture everyone’s attention (I am a
glutton for attention). I thought my friend, know-
ing my ways and having often indulged my quirky
behavior, would forgive me for a remark that would
embarrass a stranger. “Mary Ann!” I said, “Sit up
and pay attention!” She turned to me with dreamy
eyes, smiled a small smile, and said, “I was thinking
about something you said earlier.” I was doubly em-
barrassed. I had acted as if; since she had been sitting
unmoving as a rock, she had been giving me no more
attention than a rock would give. But on the contrary,
she had gone away in her mind to tuck something I
had said alongside her other prized ideas.

Employers often ask questions of a prospective
employee about what he or she can do, but rarely ask
questions like that after the person is hired. Twenty
years and more can go by without a query. Some

forward-looking organizations, it is true, do keep track
of the changing capabilities of their employees; some
actually encourage their employees to expand their
capabilities, and many of those latter organizations
actually make use of the employees’ new capabilities.
Thatappreciation of human resourcefulness, however,
is not common. It is so rare that organizations that
show it are written about admiringly in magazines
and professional journals.

Employers treat people like objects, too, when
they act as if nothing relevant happens to employees
between work shifts. Sometimes employers say, “Don't
tell me your troubles,” or “Work and home don’t
mix.” The idea seems to be that an employee who
admits to having human capabilities and purposes is
a defective part in the machine. Some employers are
learning that all of us bring all of our characteristics
with us no matter where we are, at home, at work,
or elsewhere, and we can only pretend not to do so.
Most employers and managers I have met, however,
seem not yet to have learned that.

Job Descriptions

Job descriptions are typically used in ways that treat
people like objects. Many organizations, perhaps
especially governmental bureaucracies but thousands
of others too, write out descriptions of the duties
required in jobs placed at the lower and middle lev-
els of the hierarchy. When personnel officers hire
people for those jobs, they seek people who seem
likely to act according to those descriptions. Their
conception seems to be thatan organization is built of
all-but-unalterable jobs operated by people, and you
need operators who will slide smoothly into the jobs.
Writing a job description is like telling a supplier how
a part must fit into a machine. You tell the supplier as
exactly as you can just what the machine can and must
do at the point where you need a new part. You don't
think of the part or the machine as changeable, lively,
or resourceful; you don't think that together, the new
part and the old machine might produce a new and
improved way of functioning. On the contrary, you
want a part that will operate exactly as the last part
did, and that will certainly not require any alterations
in the functioning of the machine as a whole.
Despite a lot of talk about working conditions,
“human relations,” “empowerment,” and so on, in
many ways we go on treating employees like cogs
in the machine. Even when managers come to a
realization that they want to stop treating employees
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like objects, usually the managers sit down only with
one another to plan the new policy. It is rare that
managers ask even one lower-level employee to join
the planning, and even rarer that they ask a group of
them to do so.

You may be wondering, about now, to what extent
my claims about the ways most organizations are man-
aged are backed by systematic data. The assertions here
are so commonly supported in the research literature
that [ won't even bother to give you specific references.
Just look on any shelf of scholarly literature about or-
ganizational management. Iam also supposing that
you yourself have had experience with the kinds of
management I describe here, but if you have not yet
been an employee in an organization of some size, just
think back to your experience with schools.

The employees at the lower levels of organizational
hierarchy are those who more often get treated like
nonliving things. Most of us think very differently
about the executives at the top of the pyramid. At that
level, the job description is very loose and frequently
noteven put on paper. Often, indeed, a new executive
is expected by board members and top bosses 7oz to
fitinto the organization’s present way of functioning,
but rather is expected to alter purposely both the job
and the organization. Most of us somehow think of
the executives at the top as creatures of a species un-
like those near the bottom. (Maybe the executives
near the top are themselves especially likely to think
like that.) We seem to think we should not try to
hold top executives to predictable behavior. On the
contrary, we seem to think it entirely reasonable not
only that top executives should act differently from
previous ones, but that they should feel free to call
upon those around and below them to change #heir
previous ways of doing things—including all those who
were hired to fit particular job descriptions. We often
seem to think that sort of “shaking up” will somehow
be good for the organization.

Managers seem to intend detailed job descriptions
to act like fences, to limit the domain of behavior.
Even though those fences are made of words, not of
stone or steel, even though we don't expect fences of
that sort to restrain the behavior of top executives,
nevertheless most managers seem to believe that it is
reasonable to command employees to stay inside such
a fence in just about the same way they expect beans
or bottles to stay in a bin. Some managers get very
angry when an employee acts like a living creature

and steps over the fence. In a grocery store one day,
I saw a sign that read, “49 cents, two for 99 cents.”
At the check-out counter, I described the sign to the
checker and suggested that she might want to tell the
manager about it. She said, “Not me! I told him
about something like that once, and he said, ‘Listen,
when you get to be manager of your own store, you
can run it the way you want to!”

Stereotypes

We treat persons as objects, too, when we treat them
as stereotypes. When we think, “She is a black” (or
female, or Hungarian, or Baptist, or any other clas-
sification) “and therefore she will act thus-and-so,”
we are treating the person as an object. That kind of
thinking works pretty well (not perfectly) for nonliving
objects. To think that this thing under our hand is a
rock and therefore will be hard not only today but also
tomorrow and tomorrow is also pretty good think-
ing. Pretty good, though not always reliable. I once
brought home a beautiful, wave-rounded chunk of
sandstone from the seashore and put it in a place of
honor on my patio. A couple of weeks later, I looked
at it only to discover that it had fallen into two pieces.
And as those chunks dried out, they fell apart too, until
I had only sand where I once had a rock.

Living creatures are far more changeable than
nonliving things. Not only do they change their
behavior in reaction to changing circumstances (dif-
ferent temperatures, different teachers, different jobs,
and so on), but they change themselves at their own
initiative. We often expect simple classifications of
people to be useful: this person is a plumber, that
one a preacher, this one a male, that one a female,
this one a reporter, that one a Republican. Butif this
plumber or this female is ignorant of algebra, you
can make a bad mistake by talking or acting as if the
next plumber or female you meet will be ignorant of
algebra. And plumbers or females who are ignorant
of algebra may not remain so. If this Republican or
this black person is poor, you can make a bad mistake
by talking or acting as if the next Republican or black
person you meet will be poor. And so on.

When we think in stereotypes, we fill in infor-
mation out of our own heads where we have no infor-
mation from the outside world. Our sense organsand
our brains are built to operate that way (as well as in
other ways). In many situations, filling in information
out of our heads as if we are seeing it with our eyes
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is necessary and reliable; in others, it is wrong and
dangerous. Stereotypic thinking is pervasive in social
science, for example, and there it is wrong and danger-
ous; I will say more about that in Chapter 5 (under
“Reification”), Chapter 17 (under “Stereotypy”), and
18 (under “Seventh Order: Categories”).

PREDICTING BEHAVIOR

Most of us believe we can predict the “behavior” of
nonliving things very well. We put a bowl on a table
and expect it to stay there. If we return to the table
and find the bowl gone, we do not think it might
have moved itself. Barring hurricane or earthquake,
we do not ask what moved the bowl; we ask who
moved it. Our prediction about the behavior of the
bowl itself is very reliable, and so is our knowledge
about the conditions under which the bowl will stay
put or move.

Things stay put or continue in uniform motion
until acted on by an external force. That is what Isaac
Newton (1642-1727) told us long ago. With sizes
and speeds appropriate to lemons or locomotives, un-
instructed common sense or a groping understanding
of Newtonian physics is good enough, as in the case of
the bowl on the table. We can make a meal, put the
food on the table, capture it with forks and spoons,
and put it into our mouths. We can do all the ordi-
nary doings of daily life and rarely be surprised at the
behavior of nonliving things.

We become very confident in our expectations of
many kinds of events in the physical world. Billiard
players expect the ball to go where they send it every
time. When the ball misses, they almost always blame
the miss on their own skill, not on unreliabilities in
the caroming of the balls. Players might on a rare
occasion suspect a sloping table or an unbalanced
ball, but they rever claim that the laws of physics have
failed. Golfers who lose sight of the ball while it is
rising into the sky go looking for it where they think
the trajectory would bring it to the ground. Even
when they have trouble finding it, they never think
the ball might still be up in the air.

We expect to encounter 70 exceptions to the lawful
workings of physical events.

You may think, as I write here about the unpre-
dictability of particular acts, that I am exaggerating.
You might think you could not get capably through

the day if social behavior were not highly predict-
able. Didn’t you predict that someone would be at
the check-out counter when you went to the grocery
store to buy food? Didn' you predict successfully
that your spouse would serve you lunch at noon?
Didn’t you predict that all those people would be
driving on their own side of the street so that you
could drive safely on yours? Are not those dozens,
even hundreds, of successful predictions? (Enough,
maybe, to make a professional research psychologist
green with envy?)

You do not succeed in getting food at the grocery
by predicting that Sylvia Sanderson would be at that
check-out counter when you would get there. You
needed only for someone to be there. Sylvia could be
at another counter, off on a rest break, home sick, or
departed for Norway. You might or might not think
about whether you had expected (predicted) Sylvia
to be there. You might not remember that instance
when, reading this page, you think how well you cope
with your daily tasks. Yes, you do cope well with
them. But you do so by coping with whoever is at
the check-out counter, not by predicting that Sylvia
will be there at that time.

Yes, today you predicted successfully that your
spouse would serve you lunch at noon. Yesterday,
however, you got home only to find a note from your
spouse saying that you should get your own lunch,
because he had to pick up a visitor at the airport. You
don't remember that failed prediction, because you
didn’t think about going home for lunch as a pre-
diction. Anyway, it was “only natural” for your spouse
to pick up a visitor at the airport, so you wouldnt
think of that as anything gone wrong, but just as
an ordinary event that required a little alteration in
routine. Certainly. That is the way we cope with
our daily tasks—Dby little alterations in our routines,
not usually by predicting when those alterations will
become necessary.

It is true that I have never driven out onto the
street and there found other drivers all wandering to
one side of the street or the other as the urge struck
them. But neither have I ever expected drivers to
stay on their own side with the same confidence that
I expect billiard balls and golf balls to go where they
are struck. It is not rare, in my experience, to find a
car coming toward me on the wrong side of the street.
I have ridden in several taxicabs whose drivers took
me unexpectedly from one side of the street to the
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other. I was never able to predict which drivers would
do that or when they would do it. Furthermore, I
make my way along the street not by predicting that
George Gatling and Gertrude Johnson and Graham
Garrison will be going past me on their proper side
of this street at this time, but by assuming that who-
ever is going by will have the goal of getting safely to
wherever she wants to go.

I make this point because some psychologists
think it reasonable to want to predict and control
human behavior. Those psychologists, however, never
undertake to predict when George Gatling will be
driving down the street toward me or even toward
them. Nor when a particular taxi driver will swerve
across the center line. Nor when I will encounter
Sylvia Sanderson at the grocery. Instead, they predict
that I will answer “yes” to a particular questionnaire
item. In fact, they rarely look at who answered “yes,”
but only at how many people answered “yes.” And if
I leave that item unanswered or write beside it, “This
is silly,” they do not even count me in their tally, but
act as if [ was never in their experiment.

Rats, too, cope very well with their daily tasks.
But psychologists have usually put their rats into small
boxes or cages or mazes where the acts that will bring
the rats food are severely limited. The psychologists
then count the pushes on a lever, for example, within a
particular interval of time following the rat’s last meal.
In brief, psychologists find behavior in the natural
environment to be so various and unpredictable that
they resort to the severely restricted environment of
the laboratory to improve their chances of making a
correct prediction. That is a reasonable strategy. Even
then, however, psychologists feel proud when their
predictions are correct more often than you would
expect by sheer chance.

When we know a person’s goal (what he wants to
do, such as get home safely), we can usually predict
well the consequence of his actions (he will get home
safely). Butwe still cannot predict the particular acts
he will use to get himself to the goal (when he will
press on the accelerator or brake, which streets he will
traverse, or whether or when he will swerve to the left
side of the street, for example).

In general and in principle, the particular acts of
living creatures are not predictable. When I speak of
predicting a particular act, I mean doing so with the
same confidence in the outcome you have when you
predict the particular course a billiard ball will take
after being struck at a specified spot. That is the con-
fidence we require when we build bridges, airplanes,
and television sets. But no general has that kind of
confidence when he orders his troops into battle, not
even any restaurateur when she orders her waiters into
the dining room.

There is no hope, ever, no matter how much we
learn about the behavior of living things, that we will
be able to predict the particular acts of a living crea-
ture. There 7s hope that we can learn how to predict
the consequences of a person’s acts if we can first learn
the person’s purposes. If we know that a person has
the purpose just now of getting some food into him-
self, we may not know just what actions he will take
to do that, but we can predict, if the hunger persists,
if 'his muscles remain strong enough, and #f food
remains available, that his actions will take him closer
to food, will move some food closer to his mouth
(or his mouth closer to some food), and will even-
tually result in his swallowing some food.

SUMMARY

Physical laws are sufficient to describe the behavior
of a nonliving thing. Physical laws are necessary to
describe the behavior of a living creature, but they are
not sufficient; you must also know the intentions or
purposes of the creature. Living creatures counteract
disturbances to preferred or intended states; non-
living things do not. In general and in principle, the
particular acts of living creatures are unpredictable.

Our language provides us with many easy ways
to speak misleadingly about living things—including
ourselves. Not only do we often talk about people as
if they were nonliving objects, but we often act toward
them that way. All of us use stereotypic thinking every
day in almost every realm of our thinking. Stereotyp-
ing living creatures is dangerous.
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Inside and outside

o far, I have described how acting is initiated

by the person (not by the environment) and

how it is enabled and restricted by the avail-
able environment. And I have said that the basic
assumptions made by almost all social scientists are
those of physics—the assumptions of a science of
nonliving things. For example, one of Newton’s laws
of motion, stated in language one might find in a
high-school text, is: A body will continue at rest or
in uniform motion unless acted upon by an external
force. In Chapter 2, I gave several examples of how
easy (and wrong) it is to think as if human behavior
obeys Newton’s law. I will say a little more here about
linear causation (the physical kind), and then I will
go on to describe circular causation (the kind that
enables living creatures to live).

Almost everyone, psychologist or not, thinks of
action as starting sere and ending there. Our language
seems to make it easy to talk about delimited events.
We say that we “did something.” We started doing it,
did it, and stopped doing it. When we want to draw at-
tention to a particular portion of what was happening,
we usually put it into the subject of the sentence and
put it within a frame of beginning and ending.
When we want to report that we made a trip to Ashland
last week, we almost always say, “I drove to Ashland
last week,” not, “I was driving to Ashland.” If we were
to say, “I was driving to Ashland,” our listener would
probably say, “Yeah? What happened?”—thinking we
were giving the background against which we would
now describe the event (with a beginning an ending)
we had primarily in mind. In an effort to take at-
tention away from beginning and ending, we might
say something like, “During my behaving last week,
I spent some time driving to Ashland.” Or, “During
my comings and goings last week, Ashland was one
of the places I passed through.”

You can see that I find it difficult to construct a
sentence that shies away from putting a beginning
and ending on an experience while still sounding like
ordinary conversation. That is my point. We usually
do talk as if what we do has a #hing character, and
when we try to describe our doings as part of a
continuous flow, the result has a strange, weak, and
uncomfortable sound. But behavior, actually, does
flow. Our muscles never completely relax while we
are alive; the constant tension is called “muscle tone”
and is necessary to proper functioning. Our brains,
awake or asleep, never stop their electrochemical
moiling. Our purposes in acting come and go as we
achieve their intent, but our acting goes on seamlessly.
One’s life is not a succession of actions, but a ceaseless
maintenance of one direction and another, a cease-
less pursuit of goals. Sometimes the goals help each
other; sometimes they conflict. In brief, actions are
not really separated by inaction; action varies between
violent and quiescent, between this purpose and that,
butaction never ceases. The importance of this point
will swell as we go along,.

Almost everyone, psychologist or not, thinks of
the causes of behavior as acting linearly—in a line
that starts here and ends there. Almost everyone,
psychologist or not, believes that when some sort of
energy impinges on a person, it causes an action. The
stimulus goes in that side, and the response comes out
this side, and that’s the end of the matter—the end of
this linkage of cause-and-effect. The physician says,
“Say ah,” and you open your mouth and say, “Ah!”
Your parent says, “Stop that!” and you take your finger
away from the cake frosting. You see a picture of a
pretty woman smoking a Virginia Slim and you run
out to buy a package of Virginia Slims. The bell rings,
and you run out of the classroom. We all, including
the psychologists, know that those sequences do not
always play themselves out, but we continue, most



20 People as Living Things; The Psychology of Perceptual Control

of us, including the psychologists, to think as if they
do. We continue to hunt for the stimulus that will
set off the reaction we want. Sometimes we think a
stronger stimulus will do it. Buy the reluctant woman
a bigger box of candy. Beat the disobedient child
more severely.

Figure 3—1 symbolizes this linear kind of causation.

Stimulus —»- —— Response

Environment Environment

Figure 3—1.

Something in the environment impinges on the
person, something happens inside the person, and
the person acts on the environment. In this kind of
thinking, those three steps complete the story. The
story says nothing about what happens next. Presum-
ably the person must wait for something further to
happen in the environment.

We do not always think in such simple one-two-
three sequences. Sometimes we say, “Oh, he won't
respond to that; he’s not the type.” The speaker is
dividing people into two or more types and saying
that despite the indifference of this person, there are
persons of another type who will respond. As I said
in Chapter 2, this is the strategy of the moderator
variable (or intervening variable, or contingency).
The reasoning is that if you divide a collection of
people by this criterion, and again by this variable,
and yet again by this contingency, and so on, you will
eventually find a subgroup in which all the people do
react in the same way when you offer them a certain
incentive or threaten them with a certain punish-
ment. In an earlier book (Runkel 1990, Chapter 7),
I called this tactic “fine slicing” and explained why it
is hopeless for use in research on human functioning.
I explained there, too, that this sort of reasoning
does have some practical use. When you don't care
whether everyone will act as you hope, or who will
do so, but only whether a sufficient number will do
so in the near future in a specified population—as in
advertising—this reasoning is useful. But my topic
here is individual human functioning, not shotgun
advertising,.

When we look for the type of person who will
react to certain conditions, circumstances, sen-
tences, incentives, or some other “input” from the

environment, we often think about the “personality”
of the person. Some people use that word to mean
attractiveness— “Oh, she really has personality.”
Psychologists, however, use the word merely to mean
the make-up or clusters of dispositions of the person,
leaving the particulars to be specified—attractive, re-
pulsive, lively, quiet, or whatever. Psychologists have
invented hundreds of personality types. Their hope
has been that if you can isolate people who are of this
or that type, you will be successful in predicting what
they will do in certain situations. Many still hope.

I hope the paragraphs above will be sufficient to
give the flavor of the assumption of linear causation,
the assumption almost universally found in whatever
you read or hear about human motivation. Linear
causation, however, is not the way living creatures
function. Almost everyone believes in linear cau-
sation, but in respect to the actions of living creatures,
that is a mistake.

In the conception of circular causation, the per-
son and the environment are in constant, unceasing
interaction. Purposes start and stop, but actions flow.
Imagine two figure skaters whirling together on the ice.
Each skater is part of the environment of the other.
When the two are holding each other and whirling
about a point between them, each is both enabled
and limited by the other. Neither could whirl in that
pattern, leaning backward with an arm up like that,
without the other. Notice, too, that movements do
not have any obvious starting and ending points. One
glide slides into another. One gesture of an arm wafts
smoothly into another, so smoothly that you realize
that “another” is happening before you realize that the
“one” is no longer happening. At all moments, what
one person is doing opens some possibilities and closes
others for what that person, and the other person, too,
can be doing at later moments.

The relationship of person and environment is
always like the relationship between the one person
and the other on the ice. The environment pulls
or pushes on us, and we pull or push back to keep
what we care about in balance. We can choose, too,
to pull or push with a force greater than necessary to
maintain the balance—to change the direction of the
whirl, to alter position in relation to environment or
to alter the environment. But all the time, we can
move only because we can push on the environment,
and we do move only because we choose to alter the
way the environment pushes on us (or sends energies
to others of our senses).
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PERSON AND ENVIRONMENT

The environment acts on us, and we act on the envi-
ronment. Winds buffet us all, the rain falls on the just
and the unjust, some of us are mashed by automobiles
or falling trees, and some are swept way by floods.

There once was a singer named Hannah
Who was caught in a flood in Montana.
She floated away,
And her sister, they say,

Accompanied her on the piana.

At every moment, too, we are affected by forces less
harsh than floods but part and parcel of our living.
Light interacts with the cells of the eye’s retina in such
a way that electrical pulses run along the fibers of
nerve cells, and as hundreds and thousands of those
fibers act in parallel, the effect is one of electrical
currents reaching thousands and millions of more
complicated circuits deep in the brain. Pressure
waves in the air impinge on our ear drums, moving
bones that move liquid in the cochleae of our ears,
where the throbbing liquid shakes fine hairs against
nerve cells, which in turn send currents to deeper
(or “higher” if you prefer) neural circuits. Other
sensors tell us of many other energies coming from
outside and inside our bodies that we interpret as
taste, odor, balance, pressure, muscular fatigue, pain,
heat, cold, and so on.

Our sensors enable us to perceive some of the
effects of our actions on the environment. If those
perceptions are not yet the perceptions we want, we
take further action in the hope of bringing our percep-
tions into match with our internal standards. Usually,
we succeed. Living requires the continuous control
of perceptions through actions on our environment,
including actions within our bodies.

We live only because we interact with an envi-
ronment that is in part nonliving. The nonliving
environment provides us a planet to which we cling.
We feel the pressure of our feet upon the ground and
the swell of our lungs as we breathe. We step into the
sunlight to feel its warmth. We live, too, because of
the living part of our environment. We feed upon
other living creatures—beginning with our mothers.
We sit at table and savor a taste of melon or shrimp.
We join others to accomplish our daily work. We look
up to enjoy the smile of a lover. We give attention
to a supervisor, hoping for words of encouragement.
In a million ways, we look for signs that things are
going the way we want—or are not.

In
+«— Disturbance

Correction —

Out
Environment

Figure 3-2.

Person

Figure 3-2 symbolizes the circular causation
through which life is possible. The circle has two
parts, one in the person and one in the environment.
The half of the circle in the environment represents
the person’s actions. The beginning of that semicircle
at the bottom of the figure (at “Out”) represents mus-
cular or glandular action that will affect some aspect of
the environment perceived by the person. At the up-
per part of the semicircle, the arrowhead (beside “In”)
symbolizes the sensing of an environmental energy by
a sense organ—the perception of a variable quantity
in the environment. At the same time that the person
is acting to bring a perception of a variable close to
an internal standard, the environment is continuing
to have an effect on that variable; it is disturbing the
energy. For example, when you are driving a car along
a highway, you want to perceive your car to be near
the middle of your lane. So you move the steering
wheel a little to maintain that perception close to
that in-the-middle standard. But at the same time
that you are adjusting the steering wheel, the wind is
blowing your car away from the position you want to
maintain. You must act to steer where you want to
go, but you must also steer to counteract the disturbing
effect of the wind. The joint result of your muscular
action (at “Out”) and the disturbance of the wind
produces the position you perceive (at “In”). Another
example: When I chew food, my hearing aids amplify
the sound of my chewing well beyond the level at
which people with normal hearing hear their chewing.
Asa result, when I converse with my wife at mealtime,
I must stop chewing while she is speaking if I want
to hear her words (which I do). The joint result of
the sound of my wife’s words and my muscular effort
(at “Out’) to hold my jaws still to counteract the noise
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that would otherwise disturb my attention produces
my desired success in hearing (at “In”).

Paying attention to only one part of the loop
permits illusions to arise. If you ignore the wind and
the bumps in the road, the position of the car will
seem to be wholly caused by the driver. We can call
that the “illusion of output control.” If you ignore
my wish to hear what my wife is saying, my chewing
or not chewing will seem to be caused by whether my
wife talks. We can call that the “illusion of stimulus
control.”

At the same time that things are happening in
the environment, things are also happening in the
person’s nervous system. At “In,” a sense organ
transduces an external energy such as light into a cur-
rent of neural pulses. In the language of Perceptual
Control Theory (PCT), that current of neural pulses
is called a perception. Powers (1973, p. 286) defines
a perception as “a perceptual signal (inside a system)
that is a continuous analog of a state of affairs outside
the system,” a perceptual signal as “the signal emitted
by the input function of a system; an internal analog
of some aspect of the environment,” input function
(on p. 284) as “the portion of a system that receives
signals or stimuli from outside the system and gen-
erates a perceptual signal that is some function of the
received signals or stimuli,” and function (p. 284) as,
“a rule making the state of one variable dependent
on the states of one or more other variables.” At
“Out,” neural currents set off muscular contractions
or glandular secretions, or both, to bring about action
in the environment.

Figure 3-2 displays a feedback loogp. Cause and
effect do not simply go in one side and out the other.
Cause and effect chase each other around the loop.
Internally, between “In” and “Out,” a multitude of
neural events can happen. Sometimes, in a low-level
reflex such as a knee jerk or an eye blink, the neural
part of the loop is short and uses few paths. At other
times, especially when conscious thinking is part of
the loop, we make use of most of the cerebral cortex
and take many actions on the environment before we
feel that our experience is coming to match our in-
ternal standards. Sometimes, in pursuing a long-term
goal such as saving enough money for a trip around
the world (this is long-term for most of us, at any rate)
or undergoing the training required for entry into
a profession, a great many loops of perception and
action are required over a number of years. When the
perception matches the internal standard, we take no

action to better the match. When the match is not
good enough, we do something to narrow the gap.
Atsome point in the loop, therefore, a function must
exist to send out a neural current to keep things as
they are or to change things by glandular or muscular
action. That corrective function is symbolized in Fig-
ure 3-2 at “Correction.” (In Figure 3—4, [ will change
the name of that function to “Comparator.”)

The relation, then, of the organisms to the envi-
ronment is one in which the organism makes use of
the opportunities in the environment to control the
perceptions it prizes. The perceptions most obviously
valuable to any organism are those that signal the
acquisition of nourishment (food, water, oxygen)
and the maintenance of the optimum conditions for
processing the nourishment (heat flow in and out,
ratio of water content in the body, and many others).
To assure itself of the proper quantities of those neces-
sities—to stay alive—the organism must carry within
itself the internal standards for the perceptual analogs
of them. For the continuation of the species, still
turther perceptions (and internal standards) are vital:
configurations and other signs of the opposite sex,
signals of readiness for copulation, signs from infants
of the need for care, and so on. A minimal degree of
stability in family and group life, for example, seems
vital to bringing up healthy children and inculcating
the social norms that ensure another cycle of doing
that in the next generation, but no one knows in
what ways—or whether—those social patterns are
influenced by internal standards existing at birth.

In addition, however, to activities that seem
obviously vital to continuation of the species, many
animals spend a good fraction of their time in pursuits
that seem in no obvious way necessary to preserve the
life of the individual or the continuation of the spe-
cies. Otters, dogs, and humans are notable for their
playfulness. I suppose a devoted Freudian would in-
sist that every activity, whether playing baseball, play-
ing chess, painting voluptuous females, or composing
abstract music, has something to do with sexuality.
In the perception of some people, I am sure that is
the case. But whether you take the Freudian view,
or Richard Dawkins’s (1982) view that behavior has
the purpose of maintaining the reproduction not of
whole animals but of the “selfish gene,” or the view
of many religious people that our behavior serves to
enable God more easily to choose those of us who
will be sentenced to spend eternity singing his praises,
or some other all-encompassing explanation of our
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daily life, surely most of us will agree that humans
show unending ingenuity in finding ways of using the
resources in the environment to serve their purposes,
satisfy their longings, and reach their goals.

Here is an example of operating on the envi-
ronment to keep oneself comfortable. On the CSGnet
(an e-mail discussion group on the Internet), I read a
contribution from Bruce Abbott on 16 December 1997
in which he described a study he had seen portrayed in
a TV program called “Scientific American Fronders.”
AsTunderstand it, the experimenters, working in France,
undertook to find out the size of cage in which hens
would feel comfortable. Perhaps the experimenter’s
further purpose was to discover whether the hens would
slow their egg-laying in too-small cages. One wall of
the cage moved slowly but constantly inward. But
the cage of each hen contained a button that the hen
could easily peck; pecking the button caused the wall to
move outward at a rate that overcame the rate of inward
motion. If the hen wanted the cage to be at least as large
as some minimum size, it could maintain that size by
repeatedly pecking the button. That is what every hen
did. The exact perceived variable that was disturbed
by the wall moving inward is unknown—whether it
was the distance from the moving wall to the wall
opposite, or the number of cubic inches within the
cage, or the auditory reverberation, or something else.
But clearly, there existed some perceived quantity for
which the hens had an internal standard and which
could be controlled by pecking the button that moved
the wall outward. The study illustrates nicely the
continuous, simultaneous, circular causation that
enables us to control our perceptions. Itillustrates, too,
how well chickens can keep themselves comfortable
while understanding nothing of the detailed cause-and-
effect chains through which their actions affect their
perceptions—and presumably how we do so also.

In some ways, the loop is symmetrical. The
effects of the loop come in and go out of the inside
half and also of the outside half. A crucial input to
the loop occurs outside at “Disturbance” and another
inside at “Correction.” Causation in the loop is cir-
cular. The organism’s output at “Out,” together with
the effect of “Disturbance,” affects some aspect of
the environment that becomes input at “In.” The
incoming neural current at “In,” together with the
effect at “Correction,” becomes an outgoing neural
current at “Out.” Furthermore, all parts of the loop
actsimultaneously. The inside part of the loop is busy
at the same time that the outside part is busy.

The action of the loop is not cyclic; if you are
lifting a cup to your lip, your eye does not wait to
see how accurately your hand has moved upward
before sending another perceptual signal forward for
correction. Signals are continuous, one sort telling
the position of the cup in relation to the lip at all mo-
ments, another the rate of movement toward the lip,
others the muscular accelerations that keep the arm
in positions to provide good leverage on the cup, and
whatever others are needed for the total operation.
The arm does not stop to wait for another output
signal; the eye does not wait for another movement
from the arm; the correction does not wait for another
signal from the eye. All currents inside the nervous
system are continuous. All feedback action outside
the person is continuous, even when the needed
action consists of “no action”—such as continuing to
sit still (which actually requires a good deal of mus-
cular action to stay in position). The functions in
the loop are consecutive, with causal effects traveling
only in one direction from one to the next, but all
functions are active simultaneously, with the functions
inside the person all sending neural currents to the
next function at the same time.

Here I had better interpose a couple of subtleties.
For one thing, you might have been wondering how
I could be talking about a continuous neural current
in the face of the fact that a neuron does not put out
a continuous current, but “fires” in discrete pulses;
it sends out an electrical burst and then must wait
through a “recovery period” before it can fire again.
The functions, however, in a neural feedback loop are
not connected by single neurons; they are connected
by bundles of parallel fibers of neurons. A connection
to a muscle, for example, may be effected through
hundreds of neural endings at the muscle. The effec-
tive unit of action in the loop is not the cell’s firing,
but the neural current, which Powers (1973, p. 22)
defines as “the number of impulses passing through a
cross section of all parallel redundant fibers in a given
bundle per unit time.”

For another thing, you might be wondering how
the loop gets completed through the environment
when the person cannot think of anything to do in
the environment, just now, to move closer to a goal.
In the case of the two whirling ice-skaters, the percep-
tions are easy to imagine. Each person wants to see
the partner at the right distance and feel the right tugs
on arms and legs, the right pressure of foot against
ice (against the sole of the skate-shoe, actually), the
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right perception of movement over ice, and so on. It
is easy to imagine the continuity of all those signals.
But what about the goal of winning the first prize?
The dance is over; the partners go to the sidelines to
await the judgment of the judges. What is the loop
doing while they are sitting there waiting? The loop
is doing just what the skaters are doing—waiting.
To reach the goal of winning the prize, the skaters
must wait to hear the announcement of the judges.
They have a wide choice of things they might do.
They might go back to the ice and do a few more
whirls, hoping to get extra credit. They might hold
up asign to the judges reading, “One hundred dollars
for a vote for us.” You can think of a dozen other
things they might do. Of all the possibilities, the
skaters in this example chose to use their muscles to
put themselves down on the bench at the sidelines and
stay there until the judges announced their ratings.
Doing “nothing” is doing something, too.

And a caution. Figure 3-2 is not a diagram of
organs in the body, and it is not a specification of cor-
relations; it is rather a loose diagram of the ordering
of events. T'll tighten the specifics later.

The fact of an intimate connection between
person and environment has surely been noted for
thousands of years. But many kinds of connection
can be conceived, and the crucial necessity is to
specify a kind of connection that can enable a prop-
erly functioning model to be built. Unfortunately,
typical statements about this connection that one
finds in today’s textbooks of psychology are like this
one by D. G. Myers (1986, p. 409): “Our behavior
is influenced by our inner dispositions, and is also
responsive to the situation.”

Note Myers's language: “is influenced by” and
“is responsive to.” With Perceptual Control Theory
(PCT), we would say that behavior is the way we go
about bringing our perceptions into a match with
our inner dispositions; we would not say that inner
dispositions merely somehow “influence” our ac-
tions. With PCT, we would say that actions chosen
with which to control a perception must depend on
what is available in the environment to act upon that
will alter the perception; we would not say that we
“respond” to the situation. Furthermore, note that
syntactically, Myers’s sentence is equivalent to these
two disconnected sentences:

Our behavior is influenced by our inner dispositions.
Our behavior is responsive to the situation.

In this chapter, in contrast, | have tried never to sep-
arate the left and right halves of the circle in Figure
3-2. I have tried, in fact, to make it clear that either
half by itself is meaningless and, more important,
inoperable. But Myers reaches for a very different
connection between his implied sentences. He goes
on to say, .. . one of the most important and long-
standing questions in all psychology—is which is
more important.”

To anyone looking at person and environment as
inextricably interdependent in the functioning of the
living creature, that sentence of Myers’s is indeed dis-
heartening. The question of which is more important
is like asking whether a horse’s front legs or hind legs
are more important to its running. Or whether a
bird’s left wing or right wing is more important to its
flying. Psychological investigation is indeed forlorn
when such a misconceived question is “one of the
most important and long-standing questions in all
psychology.” The interaction between the person and
environment is not one of adding one ingredient to
another as in making granola or cough medicine.
The interaction is of the kind shown in Figure 3-2;
it is folly to call one part of that feedback loop more
“important” than another. A thing cannot be aliving
thing without the ability to control its perceptions,
and it cannot continue to be a living thing without an
environment by means of which to affect its percep-
tions. To ask whether person or environment is more
important is like asking which is the most important
point of the compass or the most important tooth of a
gear. The nature of the interdependence will become
more clear, I think, in the next section.

But I should be clear that I did not pick out
Mpyers’s sentence as being egregious; you can find
similar misconceived assertions about motivation
in almost every current text. Gary Cziko (2000,
pp- 169-172) finds it so, too. He gives a clear
explanation of the interaction between the geneticand
the environmental in his 7he Things We Do.
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ASYMMETRY
I said that the two halves of the loop, inside and

outside, have some similarities. But there is one way
in which the two halves are critically different. The
difference arises from the fact that living creatures can
greatly magnify the effects of energies that impinge
upon them, but the nonliving environment does
not typically do that. If you slap a rock, it moves
an amount that soaks up the energy you delivered
to it, and that’s that. But if you slap me, I might
pick up a rock and crack your skull with it. Or I
might use the explosive power of gunpowder to fire
a lead pellet into you. About the year 1630, after
gazing with grief upon his dead wife, a maharajah set
thousands of people to work building the Taj Mahal.
Sixty-some years ago, some people looked upon the
Golden Gate and thought about that expanse of water
as an obstacle. They then expended a great deal of
energy—energy that no solely physical effect of the
light reflected from those waters and into the eyes
of the viewers could have brought about—to bring
together the efforts of other people, thousands of
them, along with a great many chemically powered
machines, and the result was the astonishing bridge,
still doing its duty at this writing. Energy expended
on the physical environment has effects in accord
with Newton’s laws; energy detected by the senses of
aliving creature can set in motion results that expend
a thousand or a million times that detected energy. In
brief, there is asymmetry in the effects diagrammed
in Figure 3-2; the physical effect of the energy go-
ing from the person to the environment at “Out” is
typically much greater than the energy entering the
person at “In.” The living creature is an amplifier of
energy; the physical environment is not. The physi-
cal environment obeys entropy; the person does not.
This asymmetry is another way of expressing the dif-
ference between living and nonliving things.

P

Figure 3-3.

Figure 3-3 is a more precise and specific version
of Figure 3-2. Figure 3-3 shows one kind of thing
(we will call it K) that happens inside the person and
another kind of thing (we will call it E) that hap-
pens in the environment. It also shows how those
happenings (or functions) are connected—how
they affect each other. I borrow Figure 3-3 and my
explanation of it from Powers (1989, pp. 251-252).
I could simply tell you in words about the functions
and connections, but I hope the figure will serve as a
summary to which you can refer without having to
hunt through a paragraph or two for the connection
you might want to recall. Another virtue of the
diagram is that it carries far fewer of the superfluous
connotations to which words are susceptible.

Figure 3-3 is not an arrangement of correlations
such as the “path diagrams” that appear in psychology
books. Itis nota diagram of bosses telling underlings
what to do, as in an organization chart. Itisvery like
a wiring diagram, a tracing of electrical circuits. Like
Figure 3-2, this figure shows something (K) going
on in the person and something (E) going on in the
environment, but this diagram is more detailed; it
shows certain physical quantities and functions.
We can put numbers on the quantities connecting
the functions and therefore show the relations
among the functions mathematically. It is not yet as
detailed as similar figures you will see in later chapters;
it contains just enough functions and connections to
make clear the asymmetric relation between person
and environment. I will now walk slowly around the
diagram with you, even at the risk of seeming tedious
to some readers.

In Figure 3-3, K and E stand for agencies, or
functions, or places in the circuit where a change can
be made. The symbol E stands for the function in
the environment through which the opposed forces
of the action a and the disturbance d result in an
energy that can be sensed by a sensory organ and be
converted into the perceptual signal p. (The sensory
organ is only implicit in this diagram.) The symbol K
stands for the function in the person through which
the perceptual signal p is compared with the reference
signal r to produce the right quantity of signal a that
sets off the muscle action against E. It is in the action
of muscles, of course, that the person makes use of
the energy provided by taking in food and oxygen.
The diagram is meant to correspond one-to-one, to
be homologous, with actual neural functions and
currents—though it is not meant to be a picture of
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them. Please read all diagrams in this book having
lines with arrows on them in this same way—as
connected functions.

In Figure 3-3, think of the lines as neural channels
or fibers that carry pulses between places where things
happen. Kand E are the places where things happen;
they are the functions in the loop. Because pulses
flow at a certain rate, and because forces and energies
can be measured in the environment, we can apply
numbers to the “signals” or energies that flow along
the paths symbolized by the lines labeled r, p, a, and
d. The relation between the person and the environ-
ment, remember, is maintained by what the person
does with the energies taken in. Food and oxygen
enable the person to move muscles; other energies,
sensed, enable the person to stabilize (control) his or
her relation to the environment. The uses the person
makes of the environment are continuously disturbed
by the environment, and the person acts continuously
against the disturbances to maintain perceptions that
conditions are what the person wants them to be.
By putting that idea into a quantifiable model that
will actually run (in the sense that a machine runs)
organized as in Figure 3-3, we can test whether we
have understood how it is possible for a person to
maintain a stable relation to the environment—that
is, to survive disturbances and thereby stay alive.

The signal a activates muscles to affect the envi-
ronment E. There are also processes or events going on
in the environment that affect the results of the action
a. (When the connection from K to E runs along neu-
ral paths, we can call the connection a signal. When
it eventuates into an action on the environment, we
can call that same connection an action.) For example,
the action a points the automobile ahead along the
road, but a crosswind d would change that pointing
were it not for the fact that the effect of the wind on
the car is sensed (as represented by p), and the action
a is modified to keep the automobile pointed the way
the driver wants it.

The perception p is compared with the reference
signal r by the person K. The reference signal r, for
example, could be the perceived distance wanted
between the front corner of the automobile and
the edge of the pavement. The function K converts
the comparison to a quantity a (by subtraction, for
example) that will act on E, despite d, to alter p so
that p approaches r in magnitude. So goes the loop.
Now I turn to the quantitative relations.

The output a from the person is equal to some
constant K (representing some quantitative con-
version of input and output at K) times the sum of
the inputs to K (namely r and p):

a=Kl(r+p)

And the output p from the environment is equal
to some constant E times the sum of the inputs to
E, namely d (the disturbance affecting the physical
variable being attended to by the person) and a:

p=EG@+d).

In the diagram and in those equations, you now see
the “negative feedback loop,” the organization of
neural currents indispensable to perceptual control.
Such a loop is negative because E and K have op-
posite signs; when E or K increases a signal, the other
decreases it, and vice versa, thus keeping the whole
operation within bounds. K, however, is capable of
amplification, which is not obvious in the diagram.
The asymmetry of the loop results from that am-
plification, and the asymmetry is expressed in the
equations. Let us begin by solving the two “system
equations” simultaneously, first putting E(a + d) in
the place of p in the equation for a, giving

a=K[r+E@+d)]
which, after simplification and rearranging terms,
gives

azﬂ(d+r/E).
1-KE

Similarly, putting K(r + p) in the place of a in the

equation for p and rearranging terms, we have

p:JQ%Eu+wa

Those rearrangements of terms will make it easier for
us to see the asymmetry of the loop. To do so, let
us pretend, for the moment, that both K and E are
very large numbers—that is, if both amplified their
inputs—then the fraction KE/(1 — KE) would be very
close to one (a negative one, as we would expect in a
negative feedback loop), and so the value of the action
awould depend, as closely as makes no difference, on
d + r/E. But since we are pretending for the moment
that E is a very large number, r/E would be very small,
and as closely as makes no difference, a would equal
d. Similarly, p would equal r. That is, the environ-
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ment E would make the output a from the person K
equal to the environment’s input d, and the person
K would make the output p from the environment
to the person equal to the person’s internal input r to
itself. The relationship would be symmetrical, each
magnifying the input from the other.

But E is not a large number. Environments do
not ordinarily amplify the inputs that affect them.
Because of entropy, in fact, there is usually some loss of
effect; E is usually less than one. On the other hand,
aslong as the organism lives, Kis a large number. Or-
ganisms are highly sensitive to the environment and
act with much more energy than their sense organs
receive. If K is large and E is close to one, then as
close as makes no practical difference, we have p = r.
That s, the person succeeds in bringing the perception
signal p into match with the reference value r, the per-
ception remaining unaffected by the disturbance d.
Butsince E is close to one, a does not come to be equal
to d; instead, a = d + r. The action a is affected not
only by the disturbance d, but also by the person’s
reference value r. The organism’s reference signal r
affects the environment, but the disturbance d in the

environment does not have the corresponding effect
on the organism. Most psychologists know that the
environment affects the person and the person af-
fects the environment. But the effects are not equal.
The person controls the perceived relation to the
environment and takes purposive action to do so.
The environment does not reciprocate. Any working
model must contain this asymmetry.

A LITTLE FLESH AND BLOOD

So far, in describing the feedback loop, I have been
writing abstractly, using diagrams that look nothing
like actual flesh and blood. Perhaps it is time to re-
mind you that [ am actually writing about real flesh
and real neurons. I will not get down to the detail
you would see in a book on physiology or neurology,
both because I don’t know enough about neurology
to risk writing much about it and because the fine
detail is not necessary to a good understanding of
the functioning of the negative feedback loop. Look
now at Figure 3—4, which I have copied from Powers
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(1973, p. 83) with some help from Dag Forssell; it
shows a single feedback loop within the body.

In Figure 3—4, the neural current runs clockwise.
At the bottom of the diagram, we see the Golgi ten-
don receptor, which converts a degree of stretching
in the tendon into neural pulses that run both to the
comparator and, in branching fibers, “up” to “higher”
control loops. The comparator performs the function
that I called the “correction” in Figure 3-2. The com-
parator receives not only the perceptual signal from
the Golgi receptor, but also a reference signal (internal
standard) from “higher” control loops, and subtracts
the one from the other. The result is the error signal,
which runs down the motor nerve to the end plates
that serve as the output function. When the error
pulses reach the end plates, the muscle is caused
to contract (but remember that this is continuous
action, not an on-and-off event). That action stretch-
es the tendon, and the pulses from the Golgi receptor
change in frequency. The muscle is the environment
on which the neural system acts to control the per-
ceptual signal (which is an analog of the amount of
contraction in the muscle)—to bring the perceptual
signal into a match with the reference signal.

The feedback loop in Figure 34, as in previous
figures, runs partly inside and partly outside the ner-
vous system. (In Figure 3—4, the muscle and tendon
are outside the nervous system.) There are millions
of such loops in the human body. These loops at the
boundary of the nervous system make contact with
the environment through output functions (such as
the motor end plates on a muscle) and input func-
tions (sensory nerve endings). Beyond these loops
or control systems at the boundary are millions of
turther control systems lying “higher” or “deeper” in
the central nervous system (brain and spinal cord).
The perceptual signals passed up to the higher loops
are the inputs from below, such as the perceptual
signal labeled “duplicate” in Figure 3—4. The outputs
from the higher loops become reference signals to the
lower loops such as the reference signal so labeled in
Figure 3—4. The reference signals sent down from
the higher loops serve to coordinate the actions of the
lower loops by resetting the values of their reference
signals. Loops or control systems are arranged in
immense, highly interconnected hierarchies, but hier-
archies nonetheless, with each loop or control system
(except those at the “bottom” in contact with the
environment) taking incoming (perceptual) signals

upward from many lower loops and sending output
(error) signals downward to lower loops where they
act as reference signals for those lower loops. Inputs
(perceptual signals) always come upward (brainward)
from lower levels or laterally from loops at the same
level; none turn to go downward. Perceptual input
signals go “upward” not only to the next level, but,
through branching, directly to still higher levels.
Outputs (error signals) always go downward to
become reference signals for any number of lower
loops or go laterally to become inputs to loops at the
same level; none turn to go upward to higher levels.
The loops at the “higher” levels take inputs from the
loops interfacing with the environment and from
loops between; they send their outputs to those lower
loops; none of the higher-level loops sends outputs
directly to the environment.

A higher loop receives information via perceptual
signals from many lower loops; it weights and com-
bines those signals into one which, acting as a resultant
perceptual signal, will be compared to its reference
signal. That is the way several lower loops become
coordinated; the higher loop says, so to speak, “I will
pay attention to 80 percent of what loop A sends me,
to 40 percent from loop B, and to 10 percent from
loop C.” A higher loop also sends information via
error signals to many lower loops to contribute to
the reference signals of those lower loops; each lower
loop weights and combines those descending signals
into a single reference signal.

In Chapter 18, I will describe the hierarchical
arrangement of the layers of loops (control systems)
more fully. At this point, I want to say only that
the neural loops I am writing about are not hazy ab-
stractions; | am writing about actual electrochemical
circuits that exist in the body and brain. Though not
all the necessary sorts of connections have yet been
traced, you can see magnified photographs of some
of the layers and loopings in texts on physiology and
neurology. You should keep in mind, of course, that
the actual “wiring” of the nervous system is far from
as simple as these diagrams with which I introduce the
idea of the feedback loop. There are millions upon
millions of these busy little loops keeping your func-
tions functioning and enabling you to fasten upon a
goal and actually get there—that enable you, in short,
to live. The great bulk of our brain consists of loops
that deal with inputs branching up from lower loops.
The loops at the lowest level receive signals only from
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the sensory organs, and the loops at all other levels re-
ceive signals only from other loops. All the observing
of the world around us and all the thinking, talking,
and book-writing we do about our experiences—all
of that begins, miraculous though it may seem, with
the simple pulses that go into our nervous systems
from our few sorts of limited sensory organs. Itis no
surprise that humankind has been discovering, during
the last three or four centuries, an external physical
world that our senses had not led us to suspect—one
requiring, to understand it, concepts quite beyond
those our unaided senses had shown us.

I have been describing a figure that looks bio-
logical, but it is not pictorial; it is schematic. The
diagrammatic neurons in Figure 3—4 do look some-
what like what you would see in a microscope; you
can see in the diagram a blob that represents a cell-
body, and you can see some long lines representing
neural fibers (“processes”). But neurons branch far
more profusely than the figure suggests. Furthermore,
and most important, the actual loop controlling the
signals from the Golgi receptors contains hundreds
or thousands of neurons, not merely the paltry two or
three represented in Figure 3—4. The figure is meant
to show functions; it is meant to show how things
work, not to show actual shapes and structures. There
is, however, no doubt that there are functions in the
body and the nervous system like those named in the
figure and connected neurally in the order shown.
I suppose every book on neural anatomy reports the
existence of feedback loops—though the few I have
actually read failed to tell me how the loops work.

SUMMARY

Living creatures act upon their environments with
the purpose of controlling perceptual inputs. An or-
ganism affects the environment, and environmental
energies affect the organism. Organisms amplify
incoming energies; nonliving things typically do not.
Organisms control perceived variables by means of
negative feedback loops in the neural net. Feedback
loops are arranged hierarchically, with the “higher”
loops setting standards in “lower” loops.

In Chapter 4, I will begin to describe the negative
feedback loop.

29
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The loop

sychologists have talked a lot about the
7) “black box,” that being a metaphor for
any internal part of an organism that you
cannot see into or that seems forbiddingly complex
to look into. Or that stops living whenever you cut

it open to see what makes it live. Some psychologists,
perhaps chiefly the sensory and the physiological psy-

chologists, have wanted to look into the tiny parts of

the human body that might carry the internal events
that ultimately cause a muscle to contract and act
upon the outside world. Other psychologists have
disdainfully called that strategy “reductionism” and
have claimed that action cannot be understood by
looking at its tiny components. They say that we
can understand action only by observing whole
actions, and we should not only leave the black box
unopened, but we should not even speculate about
what goes on in there.

Indeed, early in the twentieth century, the famous
psychologist John B. Watson (1878-1958) exhorted
his colleagues to pay no attention to any concepts that
implied internal processes—concepts such as sensation,
desire, purpose, and so on. Watson called himself a
Behaviorist—and wrote the word with a capital B.
In 1929, Watson and a famous British psychologist
of the time, William McDougall, published a little
book containing the text of a debate between them.
The title of the book was The Battle of Behaviorism:
An Exposition and an Exposure. In it, Watson said:

In 1912 the Behaviorists reached the conclusion
that they could no longer be content to work
with the intangibles. . . . The Behaviorist began
his own formulation of the problem of psychology
by sweeping aside all medieval conceptions. He
dropped from his scientific vocabulary all sub-
jective terms such as sensation, perception, image,
desire, purpose, and even thinking and emotion as

they were originally defined (pp. 16-17).

Now what can we observe? Well, we can ob-
serve behavior—what the organism does or says. . . .
we can keep [the animal] without food, we can
put it in a place where the temperature is low . . .
or high, where food is scarce, where sex stimu-
lation is absent, and the like, and we can observe
its behavior in these situations. . . . We soon get
to the point where we can say it is doing so and
so because of so and so. The rule ... which
the Behaviorist puts in front of him always is:
“Can I describe this bit of behavior I see in terms
of stimulus and response”? (pp. 18-19).

Watson had very great influence on American aca-
demic psychology. 1do not think he had great in-
fluence on popular thought; what he took as scientific
justification for a “theory” was a supposition already
widely cherished by people everywhere. Throughout
history, most people seem to have believed that a great
deal of human action does result from what happens
to the person. Most people still seem to believe that
you can cause a person to do a certain thing by hit-
ting her or by threatening to hit her. Or hit him first
to show that you mean business, and then threaten
him with a worse blow—a favorite method of people
throughout history who have had soldiers at their
command. As another example, many people will
explain why someone does what he does at the age
of 30 by the fact that in his childhood, his father was
frequently out of town.

Did Watson try to influence non-psychologists?
He certainly did. He wrote direct advice for teachers
and parents. [am sure that teachers, parents, and
others picked up a good deal of his vocabulary. I do
not, however, think he had much convincing to do.
I think most people who seized upon his vocabulary
were happy to have a scientific endorsement for their
already existing beliefs. Be that as it may, the history
of academic psychology since Watson makes it seem
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reasonable to say that he had immense influence on
the work of academic psychologists. With them, too,
it is possible that he had picked up a flag that most
of them were eager to follow anyway.

In the same book, McDougall had his turn:

I place my hand upon the table, and Dr. Watson
sticks a pin into the tip of one finger. My hand
is promptly withdrawn; that is a behavioristic
fact. Isay that I felt a sharp pain when the pin
was stuck in; Dr. Watson is not interested in my
report of that fact. His principles will not allow
him to take account of the fact, nor to inquire
whether my statement is true or false. He repeats
this experiment on a thousand hands, hands of
babies, men and monkeys; and, finding that in
every case the hand is promptly withdrawn, he
makes the empirical generalization that sticking a
pin into an extended hand causes it to be promptly
withdrawn—and that is as far as his methods and
principles will allow him to go in the study of
this interesting phenomenon. He maintains with
some plausibility that my introspectively observed
fact of painful feeling is quite irrelevant and useless
to him as a student of the human organism. But
now I ask Dr. Watson to repeat the experiment
on myself. He sticks in the pin once more; and
this time the hand is not withdrawn, but remains
at rest; and I continue to smile calmly upon him.
What will Dr. Watson do with this new fact, a
fact so upsetting to his empirical generalization
which appeared to be on the point of becoming
a “law of nature”? He can do nothing with it
(pp. 55-56).

The narrower formulation runs: . . . Every hu-
man activity and process . . . is strictly determined
by antecedent processes and therefore, in principle,
can be predicted with complete accuracy. . . In the
sphere of human nature and conduct, this mech-
anistic assumption has never shown itself to have
any value or usefulness as a working hypothesis.
Rather, it has in very many cases blinded those
who have held it dogmatically to a multitude of
facts, and has led to various extravagant and absurd
views of human nature, of which views Watsonian
Behaviorism is one (pp. 66-67).

The most fundamental fact about human life
is that from moment to moment each one of us is
constantly engaged in striving to bring about, to
realize, to make actual, that which he conceives as
possible and desires to achieve, whether it is only

the securing of his next meal, the control of his
temper, or the realization of a great ideal. Man is
fundamentally a purposive, striving creature. He
... longs for what is not (p. 72).

You can see that I would have sided with McDou-
gall. (That is easy for me to say from my present
PCT viewpoint. But how can I know with whom I
would have sided had I been listening to the debate
in 1924?) Most American academic psychologists of
the time sided with Watson. McDougall tells us so
in a postscript he wrote in 1927, three years after the
first two parts of the book were presented in debate.
During those three years, McDougall saw Watson’s
views welcomed by more and more psychologists.
He was not happy about it:

... in America Behaviorism pursues its devastating
course, and Dr. Watson continues, as a prophet
of much honor in his own country, to issue his
pronouncements. . . . Dr. Watson, consistently
pursuing his wise policy of abstaining from all
attempt to reply to criticisms, has issued a new
book [Behaviorism], a restatement of his views
as bald as the palm of my hand, and more bare
of any indications of regard for reason and good
sense. . . . the book goes far to justify Dr. Watson’s
contention that his thinking processes are nothing
more than the mechanical interplay of his speech-
organs (p. 87).

Meanwhile in America the tide of Behaviorism
seems to flow increasingly. The press acclaims
Dr. Watson’s recent volume in the most flattering
terms. One leading daily says: “Perhaps this is the
most important book ever written. . .” (p. 94).

The trouble with Watson’s strategy (and the con-
tinuing trouble with most research into human func-
tioning today) is that the functions that shape what
humans can do are the functions that go on inside
the skin and especially in the circuitry of the nervous
system. Would you be satisfied with a physician who
refused to take a blood sample or an X-ray and who
had never read a book on anatomy? Would you go
to a radio repairman who refused to look inside the
cabinet or to an automobile mechanic who refused
to raise the hood?

Some people say, in talking about the func-
tioning of a system, that the whole is not equal to
the mere sum of the parts. I agree with that; everyone
should. I like the example that Roger G. Barker used
(recounted in P. Schoggen, 1989). Imagine, he
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said, a video camera focused on just one player in a
game of baseball, let us say on one of the basemen.
The baseman stands there a while, maybe dusts off his
hands, then fastens his attention firmly on something
off-screen, and suddenly puts his foot on the base and
catches a ball that zips into the picture. Without paus-
ing, he throws the ball out of the picture. Another
player runs into and out of the picture. The base-
man stands around some more. Imagine making a
video, a separate video, of the playing of every player
on the diamond, but without ever showing two or
more players at the same time. Now imagine that
you know nothing about baseball, and you want to
understand how that game is played. And imagine
that someone shows you those videos of the players
in a game. You would never get a glimmering of the
game until you saw what was going on with other
players at the same time as #/is player. 1 think that
is a very good way to illustrate how the purposes of
the individual players are achieved in the patterns of
interaction of everyone and how the game is more
than an arbitrary assembly of “parts.”

Certainly we can say that understanding the func-
tions of the separate components is not sufficient to
understand the whole. But the converse is true, too.
Knowing the external pattern is not sufficient to un-
derstand the required internal functions. Here we
need a different example, one with a black box. Think
again of the example of the TV set. Suppose you obey
Watson’s exhortation and experiment with the TV
only from the outside. You fiddle with a switch or
two and a picture appears on the screen. You fiddle
with a knob or two and the picture changes. Aha!
you think, I am causing things to happen. AllT have
to do is make a careful list and I'll know what stimulus
causes this “animal” to give any certain response. But
whoops!—sometimes this very same knob shows us
galloping horses, and sometimes pirouetting danc-
ers. Sometimes the printed names of people come
on after half an hour, sometimes after an hour or even
two hours, no matter how many knobs you turn.
You pull out the wires from the wall and everything
stops. Does the picture come in through that wire,
or is the picture already inside the box, with the wire
serving only to stimulate the picture into visibility?
You could turn knobs and throw switches for the
rest of your life, and you would never learn about
the functions of tuners, amplifiers, antennas, and so
on. You would learn a little about what is twistable
and about a few effects you could produce, at least

sometimes. You would learn, for example, how to
kill the device. But you would learn nothing about
the functions necessary and sufficient 7o build an
apparatus that can behave that way.

I'll say once more that what you can learn from
outside a device or a living creature can be very useful.
From outside a TV set, you can learn how to get some
interesting pictures. You can learn how to make the
sound loud and soft. After you have learned those
things, you can have a good time watching the thing.
To learn that much, you don' have to know a thing
about what goes on inside. You don't even have to
know that the shapes and colors of the pictures come
into the set via electromagnetic waves from elsewhere.
But if you want to make something that acts like
that thing, then you have to know how to produce
the functions that can change those electromagnetic
waves into a picture that your eye can translate for
you. Or in the case of living creatures, if you want
to make a model that can test your understanding of
the functions necessary inside a living nervous system,
you must be able to build parts which, when con-
nected in the right order into a functioning whole,
will do some things characteristic of living things.
A model specifies the functions the researcher believes
must be components of the living nervous system,
and it specifies the order of connections among the
components. Running the model tests whether
those components connected in that way can actu-
ally “behave.”

Notice, please: I am 7ot saying that if you want
to find the invariant processes that function in any
kind of action by the living creature, you must, after
explaining outward actions by functions within the
nervous system, explain functions there by functions
in the neurons, and then explain those functions by
chemical changes, and those by interchanges of elec-
trons, and so on without end. Let’s go back to the TV
set for an analogy. For the purpose of the analogy, let’s
assume that the set is in good working order (as we
assume about a living “subject,” too) and let’s assume
that the power from the wall outlet won't fail (just as we
assume that a “subject” is adequately nourished during
a study). And to make the analogy still simpler, let’s
assume that no program guide exists. Playing with
the set, one of the invariant effects we soon discover
is that a little light goes on when you push the on-off
switch (and usually you get a picture, too, though not
always). Another invariant is that the picture changes
when you push the channel-change buttons. But you
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cannot find any way of doing something that will
assure your seeing a picture—Elizabeth Taylor on the
slopes of Kilimanjaro, let’s say, or Donald Duck in the
White House. You do find, if you poke around long
enough, that a particular title-screen comes on at eight
o'clock: “The Joneses.” But you don't know what the
picture will look like when that title goes away. You
know by then that certain characters are likely to ap-
pear, but you don't know when they will appear or just
what they will do. Furthermore, one day “The Joneses”
disappears and never comes back. You push buttons
like crazy, you push them harder, you scream at the set,
you kick it, but “The Joneses” won't come back.

Now suppose you learn something about the
components of the set. You learn that the programs
come from outside the set (just as the opportunities
for actions come from outside the person). You learn
that the buttons will give you channels and volume
of sound, but they won't give you “The Joneses” if
the network is not sending it out. That is not much
new knowledge, but even that much is very profitable;
right away, you can stop trying to get a particular scene
on your screen. You will understand that it is beyond
the capability of the set to give you any particular
picture that you might want. You can save yourself
hours of hunting. You know that you can never find a
way to stimulate the TV set to respond with a picture
of Donald Duck in the White House.

I pursue this analogy with the TV to show that
knowing something about the components of a
system enables you to draw inferences and take
actions of which you would be incapable without that
knowledge, and getting and using that knowledge does
not require you to understand the components of the
components and so on down into atoms and particles.
There is knowledge at every level that is useful without
having to have the knowledge at the other levels.

Maybe I should be more careful at this point about
my language. I wrote: “. . . knowing something about
the components of a system.” But when you are faced
with a black box, as is so often the case in studying
living things, you often cannot “know” something
about components in the sense of watching them do
what they do. Often, you must be satisfied to make a
guess (hypothesis, if you want to be formal) about the
function you believe must be there, without knowing
anything about the structure, location, or anything
else about the actual, tangible component. Even with
only guesses, however, you can test whether your
hypothesized components could act together like an

actual living creature by building a model containing
those components. If your model behaves properly,
your confidence skyrockets that you have learned
something about how the living creature functions.
Furthermore, you feel encouraged to look for actual
living tissues that might perform the functions of your
hypothesized components.

Since each level of functioning yields its own kind
of knowledge and since each kind of knowledge helps
us to understand the functioning at the next “higher”
level, we should not fear a cry of “Reductionism!”
when we turn to internal functions to learn how a
creature operates. Knowing the functions inside the
person enables you to know what the person can and
cannot do. You can then, for example, stop trying to
predict particular acts of individuals and stop trying to
“‘make” people do things. Inside living creatures, there
are no functions that connect particular “stimuli” to
particular “responses.”

Furthermore, to discover the internal functions,
you do not need to be able to build an actual flesh-
and-blood nervous system. You need only build
something that will do what you think is a function
inside the black box, hook it up to the others in the
way you think the functions inside the black box are
connected, and try out the whole thing to see whether
it acts like a living thing. (That is not a simple thing
to do, but it will suffice until we learn how to build
flesh-and-blood neurons.) Then you can judge
whether you are headed in a propitious direction.
If nothing else, you know a lot about what 7oz to
waste time speculating about. In sum, the internal
side of the feedback loop is a black box of which we
do want to make a model—a tangible model that
works the way a living creature works.

INTERNAL FUNCTIONS

Here I resume describing the internal functions of
the loop. Figure 4—1 will serve as the map for this
section. Figure 4—1 here is another form of the
same loop you saw in Figures 3-2, 3-3, and 3—4 of
Chapter 3. You can also find an excellent diagram,
equivalent to Figure 4-1 here but laid out differently,
in the engaging book by Cziko (2000, p. 77). See
hetp://faculty.ed.uiuc.edu/g-cziko/twd/pdf/twd06.pdf.
More comprehensive illustrations are Figure 18-3 on
page 196 and several exhibits in Forssell (2000), which

is sampled at www.livingcontrolsystems.com.
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function)
Events irrelevant to
the person but possibly
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Person Environment
Figure 4-1.

I remember a cartoon showing two scientists
standing before a chalkboard upon which one of them
had written a long mathematical equation. Near the
middle of the long string of characters, he had writ-
ten, “Here a miracle occurs.” The other scientist was
saying something like, “I think you're going to have to
be more explicit here in the middle.” The first thing
I want to say about Figure 41 is that I do not want
you to read it as having a miracle someplace in the
middle or as saying that something has some sort of
vague effect on something. I want you to read it as
you did Figure 3—4, to refer to specific functions that
can eventually be found in human flesh. Figure 4-1
specifies some black boxes, but no miracles.

The boxes in Figure 4-1 do not stand for variables;
they stand for places where functions occur; that is,
where an incoming signal is transformed in some way

to produce an outgoing signal. In the “person” part of
the diagram, the lines having arrowheads stand for the
paths of neural signals; those paths would be where
measurable neural signals would be found. The sen-
sor converts (“transduces”) an external physical energy
into electrochemical pulses, into the neural current
we call the perceptual signal. The comparator sub-
tracts the perceptual signal from the reference signal
and sends on the difference. The output function
converts the neural current into muscular contraction
or glandular secretion. In the “Environment” part of
the diagram, the lines having arrowheads indicate the
transmission of actual physical energies. The diagram
describes a model in the sense of a working analog.
Many such models have actually been built inside
computers; they mimic human action (in limited
domains) very closely.
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INPUT QUANTITY

Thatssaid, look at Figure 4-1 again, and find the arrow
labeled “Input quantity.” That arrow indicates energy
affecting a sensor. It is called a quantity, because it
can vary in amount. The effect of that energy is a
direct physical phenomenon. Iam not talking here
about a mere correlation that leaves you wondering
how an effect gets from one variable to the other.
Nor about some mysterious “psychic energy,” some
unspecified “vibe,” or other form of magic. Input
quantities are simple, straightforward stuff: ordinary
light, for example, that is sensed by the eye, or simple
pressure on the pressure sensors in the flesh of your
hand when you shake hands with someone, or pres-
sure-and-rarefaction waves in the air that vibrate the
eardrum, or the airborne chemicals in your nasal
passages that excite the olfactory sensors there, and
so on. Each sort of sensor transduces a particular
kind of outcome from the events in the environment
into pulses in neural fibers. Eyes transduce the light
that is reflected from the events. Ears transduce the
tickling of receptors by the hairs in the cochlea, and
those hairs are set in motion only by sound waves in
the air—waves that are set in motion by events in the
environment such as horns blowing, people talking,
or a coffee cup crashing to the floor. Olfactory sensors
do not respond to pressure or light or sound waves,
but only to chemicals; the chemicals may drift into
your nose from a flower, or from someone’s perfume,
or from someone’s whiskeyed breath.

SENSOR

Sensors change (transduce) the incoming energy into
electrical pulses in neurons. Remember, too, that ev-
ery pulse in any neuron is like every other pulse in that
neuron and in any other neuron, though neurologists
do speculate about “codings” (see, for example, Uttal,
1978, Chapters 6 and 7). The eye does not send a
picture to the brain; it does not send “sight.” It sends
simple electrical pulses to “higher” loops. Some neu-
rons will be sending more frequent pulses than others
because they are receiving light of a greater intensity.
The pulse in every neuron, however, and the flow of
pulses in a bundle of neural fibers, are simply electri-
cal. They convey no quality except rate of pulsing
(firing). Before we can become conscious of seeing
a configuration or an event, a lot of activity must go

on in loops higher than those to which the eye sends
perceptual signals. A lot of perceptual signals get
compared with a lot of internal standards for red,
for purple, for brilliance of hue, for edge-transitions
between areas of color, for relationships (proportions)
of dark and light—and I am not even mentioning
a myriad of standards for controlling perceptions of
motions—and a tremendous but ordered tangle of
weightings and comparisons must be run and revised
and balanced and revised again and still again before
we feel that we “know” what we are seeing. And all
that goes on not in an iterative manner, but continu-
ously and seamlessly. Ordinarily, all that stcupendous
adjusting (control) of the perceptual signals goes on
so rapidly and seamlessly that we are not aware of
anything happening at all. Now and then we might
squint and say, “What's that down there in the lower
left corner?” Or, “I can't tell whether I'm seeing a big
one at the back or a little one at the front.” At such
times, the standards of the lower loops fail to bring
full control of the visual imagery, and higher loops
come into play—loops enabling comparisons with
a great many stored images and sometimes loops
enabling language to be used to find more successful
comparisons.

The nature of a sensor is to pass on currents of
neural pulses from thousands of nerve-endings and
to leave to the higher loops the task of organizing (so
to speak) all those present currents along with many
remembered images to produce a picture or image.

THE PERCEPTION

A line in Figure 4-1 is labeled “Perceptual signal.”
Through that pathway, the contact with the en-
vironment gets into the part of the loop where it
can do some good, so to speak. The sensor sends
electrochemical signals to the comparator, where a
comparison with the internal standard can call for
or not call for a rectification of the perceptual signal.
If you are looking in from outside, you can think of
the signal as the perception. But from inside look-
ing out, we are almost never aware of a perception as
such. We never think, “Ah, that’s what the perception
of it looks like.” Instead, we think, “Ah, that’s what
it looks like,” where by “it” we mean what we think
is the real thing out there.

“Look at your hand,” says Powers (1998, page 19).
“There it is, with fingers and skin and wrinkles. You
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can wiggle the fingers, turn the hand palm up and
palm down, make a fist. As you do these things, you
are, of course, perceiving that they are happening.
So you can see your hand and what it is doing—but
where is the perception of your hand?” You know
that the perception of your hand must be in your
brain. You know there can be no perceptions with-
out neural signals—no clairvoyance, no telepathy,
no extrasensory perception. You know, too, that
the only experience you can have of your hand is
the experience your perceptions bring you. Conse-
quently, says Powers (p. 21), “You don't need to look
inside your head to find perceptions: when you look
at your hand, you're already looking at them. Youre
directly experiencing the signals in your brain that
represent the world outside you.” Your experience of
your hand through your eyes (or through the smell
of it, or through a touch to it from your other hand)
is not wispy or gossamer; it is as rich and convincing
as any “humanistic” psychologist could wish a rep-
resentation to be. “[W]hen we control something,”
Powers (pp. 23—24) continues, “what we control,
necessarily, is one or more of the perceptions that
make up this world of experience. Our only view of
the real world is our view of the neural signals that
represent it, inside our own brains.”

Here is a word about the word “perception.”
The standard texts say that the sense organs, to-
gether with the brain, provide us with two kinds
of experiences—sensations and perceptions. Those
texts make only occasional and tenuous connections
between sensations and perceptions, on the one hand,
and experiences such as reasoning, planning, and act-
ing on principle, on the other. Powers uses the term
“perception” in a different way. He applies the term
to any incoming neural current. In later chapters,
especially Chapter 18, I will explain how Figure 4-1
can be multiplied to construct a model having many
levels of control. Loops at one level control the in-
coming currents sent “‘upward” from “lower” levels.
At the higher levels, perception are controlled such as
configurations, transitions, events, relationships, and
more. A few examples of what can be called percep-
tions in PCT are the taste of strawberry ice cream,
the spatial relationships among soldiers on parade,
a series of instructions (a program) for operating a
VCR, a principle of neighborliness, a self-conceprt,
and an explanation of how an airplane can fly.

THE CONTACT WITH REALITY

We do not “know” or “experience” external events
any more intimately than through the transmission
and transduction of energies such as those described
above. Our experience, however, does not seem to
us attenuated or diaphanous, because the energies
that we do detect are those that fill our attention,
and they do so in the only way we have ever known
and ever can know. We have no way of comparing
our experience of the energies we do detect with
what our experience could be of those we cannot.
We cannot know how events would appear to us if
we had the eyes of a bee or the ears of a dog or the
pressure-sensing organs of a fish or the navigational
equipment of a pigeon. We can get a few hints.
I once saw a video showing the patterns invisible to
us that insects can see in a flower because their eyes
respond to wavelengths ours do not. But the video,
of course, sent light to my eyes that I could see, not
light that only insects could see. The light patterns
at the shorter wavelengths had been translated into
the longer wavelengths my eye could see. I saw the
patterns, but not the colors (wavelengths). Seeing
the colors to which I was accustomed but knowing
that the insect would see something beyond those
colors was, conceivably, like seeing a black-and-white
photograph of an orchid instead of seeing an orchid.
Or like trying to understand the life of a fish after
swimming under water for part of a minute. Or
soaring in a glider and trying to feel the attitude of
an eagle looking for prey.

We know by our senses only a small portion of
any reality. We know the narrow band of light that
comes to us from an orange, we know the feeling
of weight and inertia as we handle the orange, we
know the feel of its rind and of its inner flesh to the
sensors of our hands as we peel it and break apart the
sections, we know the texture as we chew it and the
taste of the juices, we know the feel of swallowing
the pieces, and we know the swelling of the stomach.
Once in a while we might hear some very small sound
as we peel it. We know something of the effects on
taste of combining it with other foods. We know
by our senses those sorts of sensory experiences, and
that’s about all. Except for the small range of visible
light, we sense nothing directly of the vast ranges
of electromagnetic waves reflected from the orange.
We know nothing of the sounds from it too faint for our
ears, nothing of the effects of the cosmic rays passing
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through it, nothing of the tensions in its membranes
when we squeeze it, nothing of the bacteria living
within it. I can list those experiences we do not have
(but which some insects, perhaps, might have) only
because of the knowledge #bouz things that have come
to me from people who have studied the spectrum
of light with instruments that extended the powers
of their eyes, from people who have looked through
microscopes at bacteria, and so on. Neither I nor
those people can ever know those things with our
unaided senses. But even with those instruments to
aid our senses, our knowledge remains fragmentary.
The rest is words. Or diagrams of an artist’s imagina-
tion. I “know” there are bacteria in the orange not
because I have ever seen any there, not because of my
faint memory of having seen some squiggly blobs
through a microscope in a high-school laboratory,
and not because I have tasted a faintly acid taste when
biting into a soft spot on an orange. I “know” about
the bacteria only because several people have told me
(with words and diagrams) that I should interpret
my limited experiences with oranges and with that
long-ago microscope as if there were invisible creatures
making their living in the orange.

We are not born with a brainful of internal stan-
dards with which to make sense of all the sensory
experiences we may later encounter. The infant must
learn to fit together the signals from the various kinds
of neurons in the retina in ways that result in variable
neural signals that can be controlled by changing the
size of the iris, by moving the eyeball, eyelid, neck,
and so forth. It is not surprising that it takes some
time for the infant to be able to recognize a cluster
of visual, auditory, tactile, and olfactory patterns as
a repeating cluster, and a lot longer for the infant to
put “mama’ together with that cluster.

Even the experiences that feel very “sensory” to us,
such as the taste of an orange, come to us from loops
some distance “up” from the loops containing the
sensors. The taste of an orange does not come to us
from a sensor devoted to detecting oranges. It comes
from higher loops that get perceptual input from
lower loops—from the loops containing the sensors
(as in Figure 4-1) in the taste buds that detect various
chemicals. The sensation we call “sweet” comes to
us from the perception of chemicals such as sucrose,
sodium saccharin, and others that excite certain of
the neurons in the taste buds and not other neurons.
Similarly, other neurons send upward signals from
other chemicals. The few books on sensation that

I have looked into give me only indirect evidence
somewhat mixed with speculation, but they seem
to be claiming that the higher loops make complex
tastes out of only four kinds signaled by the lower
loops: sweet, sour, bitter, or salt. We taste an orange,
presumably, when the higher loops are “reporting”
a particular combination of those four basic tastes.
A friend has told me of reading about some very re-
cent research claiming to find two more tastes just as
basic: astringent and umami; maybe next year’s texts
will include those.

Many substances seem to us “tasteless.” Like the
substances we do taste, they too are composed of
chemicals, but the neurons at our taste buds are not
sensitive to those chemicals. What would an orange
taste like if our taste buds told us about some of those
other chemicals? What would our foods taste like if
we could taste more of the things that are poison to
us? The world of taste, like the world of sight, is a tiny
portion of what is there to be tasted. Our experience
of it is small and biased.

Our knowledge of the world rests at bottom on a
very small foundation of sensory experience—small in
comparison with what is surely there to be sensed by
more commodious sense organs. We can be confident
of the existence of that wider world because of the
reasoning we do about the experiences we do and do
not have, such as the simple reasoning in the previous
paragraph, but we rarely reason about the matter at
all. We are confident that there is something real out
there to be perceived because events so often turn up
where we expect them to turn up. We see a glass of
water, and when we reach for it, the sensation of touch
in our fingers confirms what we saw. I call a friend
and arrange to meet her at 3 PM. under the clock at
the Vanderbilt. The two of us read our watches suf-
ficiently in the same way, and we have sufficiently the
same map of the city in our minds and of the place of
the Vanderbilt on the map that we find each other in
the agreed hotel lobby at the agreed time.

Not only do the perceptions of two or more
persons very often confirm the shape of the exter-
nal world, but we also find evidence of the external
reality when the evidence of our senses contradicts
our wishes. When we go downstairs in the dark and
imagine there is one more step where there is not, the
reality jolts us. It doesn’t matter that we would prefer
not to be jolted—that we would rather that last step
had been there. When someone gets run down by an
automobile, it doesn't matter whether the person saw
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the automobile coming; the smash is just as mangling.
We can resist and reshape the physical environment in
many ways, but there are limits. We cannot reshape
the environment at all unless we conform to the phys-
ics and chemistry of doing so.

INTERNAL STANDARD
AND COMPARATOR

What makes people act? That question is an example
of the trickery of language. Itimplies that something
pushes upon an otherwise passive creature. A better
question (not the only better question, but one of the
better ones) is: Toward what do people act? People act
when they find a discrepancy between the condition
they perceive themselves to be in and the condition
they want to be in. They turn the faucet when the
water is too cold or too hot. They act “toward” their
goals. In PCT, motivation lies between the two
arrows you see in Figure 4-1 pointing into the box
labeled “Comparator.”

Every loop contains the comparator function. The
comparator subtracts the perceptual signal from the
reference signal and sends the resulting error signal
to the output function. If; as a result of ensuing
action in the environment, the incoming perceptual
signal comes closer to the standard but does not yet
reach it, the error signal continues at a value greater
than zero, calling for continued action—though a
lowered error signal may call for slowed action. If the
perceptual signal becomes farther from the standard,
then, depending on the consequence desired, higher
loops may alter the internal standard so as to call for
more intense action from this loop, or they may call
for no action at all. Higher loops are not shown in
Figure 4-1; I will describe the hierarchy of loops in
Chapter 18. Here I will ask you to be content with
mere hints about the hierarchy of control systems
(loops) so that I can continue without delay this first
journey around the archetypal loop diagrammed in
Figure 4-1.

The topic we have come to in these paragraphs
is motivation, a topic that has long been important
to psychological theorists, who have argued and
argued. In PCT, motivation is still central, but it is
simpler conceptually, and it is no longer a separate
topic: behavior is always action to control perception.
Whenever we wish to control a perception, we must
act. (Sometimes the “act” is hard to see; I'll return to

that matter in later chapters.) In PCT, motivation lies
in the negative feedback loop. You might say that mo-
tivation is a name for the way the loop is constructed.
Or you could say that motivation is a name for the
“rules of motion” among living things.

In the past, motivation has been made into a
puzzle by the assumption that an outside force must
move us. Think of anything you have felt forced to
do, or that someone else has seemed forced to do,
in your own acquaintance or in your knowledge of
history, and you will be able to think of some other
thing that you or the other person could have done
in that instance. It is true that swords and guns are
very persuasive. But there are times, not rare, when
people do put other values before pain and even death.
Barbara Frietchie, according to John Greenleaf Whit-
tier, stared into the muskets and cried, “Shoot, if you
must, this old gray head, but spare your country’s
flag!” Every day, somewhere, a parent runs in front
of an automobile to rescue a child.

The comparator is the heart, the core, of PCT.
We act when what we perceive to be happening
to us does not measure up to our standards. We
add pepper when the food is not spicy enough; we
push the food away when it is too spicy. We ring a
friend’s doorbell when we have not had enough of his
company. We ask the student to let us see a revision
of his essay when what he has written does not yet
match our criterion for an understanding of the topic.
We say, “I am not yet satisfied,” to explain why we
are still practicing Beethoven’s Fiir Elise. We say,
“Yes, I'd like a little more, please—about halfa portion”
to describe our desire for still more rice pudding, but
not too much more. We say we would like to be home
on the range, where we seldom hear a discouraging
word. Such statements, clearly, indicate an internal
standard and a perceived mismatch.

(Instead of “internal standard,” Powers prefers
the term “reference signal”; that is the term used by
electrical engineers when they talk about control
circuits. That term is fine with me, and you will
find it repeatedly in this book. Ialso like “internal
standard.” You can invent your own label; pick some
word with the flavor of criterion, goal, intention,
preference, purpose.)

This is what we mean by pursuing a purpose:
moving a perception from where it comes upon
us to where we want it to be, or keeping it where
we want it once it is there. Purpose resides in the
comparison between perception and standard. PCT
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does not claim to be unique in having the concept of
purpose as a cornerstone or in defining purpose as a
standard or reference state. PCT is unique, however,
in conceiving purpose as a component of a nega-
tive feedback loop in such a way that a quantitative,
mathematical model can be tested and the degree
of success quantified for a single individual. Ido
not want you to conclude, when you see the word
purpose here, that PCT has some significant similar-
ity to older theories just because the word purpose or
some synonym for it appears there also. Why should
I care if you connect the term purpose (or perhaps
comparison or dissonance) with other theories? If you
have read little about psychology and do not intend
to read more widely in the literature, then I do not
think I need worry. But if you have already read a
good deal of psychological writing, or if you intend to
do so, then I feel compelled to issue a warning about
what you will find in that wider literature. I do not
say that you will be somehow wrong to read it or
that doing so will endanger your soul; I say only that
the literature may seem to say more than it does. By
the way, isn't that a strange way to talk? How can
it seem to say more than it does? I suppose I mean
that I hope it will not seem to you to say more than
it seems to me to say.

OTHER APPEARANCES OF PURPOSE

To compare a theory fairly with PCT, you should look
first to see whether the theory has been tested by actual
physical modeling of individuals. 1f the author claims
that has been done, it will then be worth your while
to read on to see whether the theory specifies a nega-
tive feedback loop along with circular, simultaneous
causation and whether it contains the functions that
appear in Figure 4-1. If the theory lacks any of those
requirements, it is not a competitor of PCT. To make
clear the ways other theories typically fall short of
those requirements, I will describe some appearances
of the idea of purpose in other literature and explain
what is missing in those other conceptions.

The idea of an internal standard which, when
compared to a perception of what is actually hap-
pening, will motivate action to bring “reality” or a
perception of it into congruence with the standard
—that idea is to be found not only in commonplace,
everyday thought, but, not surprisingly, also in the
literature of psychology and other social sciences.

You saw at the beginning of this chapter that the
British psychologist William McDougall thought that
way in 1929. And I could have mentioned that the
American William James thought that way in 1890.
But in case you dismiss those two as old-fashioned and
therefore possibly feeble-minded, I'll describe briefly
some of the places the idea has appeared more recently
in the literature of psychology.

To turn to more modern times, [ rely on the thor-
ough review of the literature done by Mortimer H.
Appley, who wrote a long chapter in 1991 about the
widespread appearance in the psychological literature
of the “equilibration theory of motivation.” On page
8, Appley wrote:

The theme of maintenance or restoration of equi-
librium, balance, stability, or consistency after dis-
equilibrium pervades the literature of motivation,
development, personality, social psychology, and
psychology generally. It describes “self-regulatory
processes functioning through negative feedback
mechanisms to reduce the differences between
some preferred internal state and the organism’s
current state”. . . .

On page 3, Appley named “four quite different
homeostatic/equilibratory models™: (1) G. L. Free-
man’s neuromuscular homeostasis, (2) Harry Helson’s
adaptation level, (3) Wiener and Ashby’s cybernetics
and feedback models, and (4) Lewin’s psychological
field theory. Appley classified Powerss (1973, 1973a)
PCT under cybernetics and feedback models. On
other pages, Appley described or mentioned more
than a couple of hundred articles and books deal-
ing with “equilibration theory.” He also described
a 1964 book of his (with Cofer) on the same topic
containing almost a thousand pages and a great many
more references. His review reached back to Claude
Bernard in 1859, though publications on the topic
accelerated after about 1940. Appley demonstrated
thoroughly and incontestably the fact that the idea of
equilibration or comparing input with internal stan-
dard has been widely available in the psychological
literature for several decades.

Unfortunately, Appley wrote in the usual man-
ner of the academic reviewer of psychological writ-
ings—as if every theory is an exhibit in a sort of zoo,
every one alive and worthy of the attention of the
passerby. Appley missed the actual modeling against
which PCT has been tested—that is, the guantitative
comparison of the behavior of a human individual
with the “behavior” of a model in a computer. This
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sort of tangible, quantitative model-building to match
human behavior occurs in some fields of engineering,
but in no field of psychology (not even in neurology,
as far as I can tell from my reading of a couple of texts
in that field) except PCT. Appley missed, too, another
crucial difference between PCT and almost every
other field of psychology: the use of the appropriate
mathematics to yield a model testable with a single
subject; that is, simultaneous equations (to represent
effects from both organism and environment) and
the integral calculus (to calculate quantitatively the
expected motions). Almost all other experimentation
in psychology uses only the mathematics of statistics
for testing outcomes, and statistics cannot describe a
dynamic model of the behavior of a single individual;
it can only count instances. This matter of tangible
modeling is a difference that goes beyond the per-
sonal preferences of the strollers in the zoo. Letting
the evidence of tangible, measurable facts outweigh
the preferences and desires of the researcher is the
principle at the foundation of science. Researchers in
psychology should be pledged, I think, to pay more
respect to a theory that can model accurately every
individual than to a theory that can make no tangible
model and can predict the behavior only of a non-
chance proportion of actors during a small moment
of social history. Finally, Appley missed the crucial
distinction between linear, successive causation and
circular, simultaneous causation.

Ifit seems strange that Appley missed those crucial
distinguishing features of Powers’s work, a possible
explanation may be discernible in the fact that Appley
made no comment of his own about PCT; the work
of Powers was mentioned in Appley’s article only in
quotations from other authors. The authors quoted
by Appley mentioned Powers’s fundamental book
of 1973 and his article in Science in that same year.
By the time those authors were writing (a book in
1981 and an article in 1989), the important 1978
article by Powers had appeared in the Psychological
Review. By the time of publication of Appley’s review
(1991), at least a dozen more papers by Powers were
in print, and Marken had published nine reports
of experimentation on PCT beginning in 1980.
One pair of authors quoted by Appley published their
book in 1981, too soon to have mentioned the later
experimentation. The other pair of authors wrote in
1989, but may not have mentioned Marken or the
later writings by Powers.

Also published in 1991 was the book Feedback

Thought in Social Science and Systems Theory by
George P. Richardson. While Appley’s article stayed
almost entirely within the mainstream psychological
literature, Richardson’s book inspected many sectors
of biological and social science and paused for a mo-
ment now and then in engineering. Richardson gave
considerable space to Powerss 1973 book and a few
of his earlier writings. In my reading of Richardson’s
book, I was surprised to find no recognition of the fact
that Powers and his followers have been the only per-
sons to have built actual operating models that closely
mimic the functioning of living creatures—with the
possible exception of Ashby (1952). Nevertheless,
Richardson’s book is fascinating for its own sake, and
it serves as an excellent intellectual history of PCT.

Reactance

One line of research mentioned by Appley, one that
attracted for a while considerable attention from
researchers, is the research on reactance initiated by
Sharon S. Brehm and Jack W. Brehm (1981). The
Brehms were impressed (as I am, too) with the care
we all seem to take to maintain a margin of free
movement or free choice. We say we want to keep
our options open, to maintain elbow room, to have
room to maneuver, to have a margin of safety, to be
free or untrammeled or emancipated. The opposite
of that free condition, of course, is restraint, coercion,
and confinement. I have used phrasing here that may
connote to you primarily physical or bodily freedom
or restraint, but the idea applies to mental matters,
too, such as freedom of speech or other expression.

The Brehms (1981, p. 4) say:

... a threat to or loss of a freedom motivates the
individual to restore that freedom. Thus, the di-
rect manifestation of reactance is behavior directed
toward restoring the freedom in question.

I take some extra space here for the Brehms, because
they were explicit about action to oppose a distur-
bance. They were not explicit about maintaining
perceptions, but they were explicit about maintaining
desired conditions. The Brehms did not actually
write explicitly about internal standards, either by that
name or any other, but you can see in the quotation
above a clear implication of an internal standard guid-
ing the action: “behavior directed toward restoring the
freedom.” The Brehms did not discuss, either, the
possibility that people can form an internal standard
concerning any perception whatever; they wanted
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to concentrate on what seemed to them the internal
standard of wanting to maintain some minimal room
to choose acts or thoughts.

In their book, the Brehms devoted a lot of space
to various kinds of situations in which they might
expect stronger or weaker reactance. They did not
offer any detail (such as Figure 4-1, for example)
about how reactance might be connected to actions.
They recounted many studies of situations in which
they expected people to exhibit reactance. Typically,
a study compared the behavior of persons who, in
the judgment of the experimenters, had their options
reduced or threatened with the behavior of those who
did not. For example, the Brehms (1981, p. 351) re-
counted a study by Edney, Walker, and Jordan (1976),
who went to a beach where people were sitting on the
sand. They interviewed some of them (the Brehms do
not tell us how many) about their feelings of “control
over the situation” and about how far the area of
sand extended that they felt “to be their own.” The
experimenters also measured (the Brehms do not say
how) the actual distance to the nearest neighbors on
the beach. But I won't take space to tell more about
the studies reported.

In no study reported by the Brehms was there
a search for a controlled variable. The experiment-
ers chose or constructed a situation in which they
thought most people would feel a loss of freedom
of choice and then counted the people who acted
to maintain or restore that freedom. No model
(in the PCT sense of the word) was tested with any
individual; the averages or proportions of groups were
the numerical data, as is still customary in almost all
psychological studies.

The Brehms did not discuss control of perception.
They seemed, as far as I can tell, to be discussing
control of the presumed objective situation, and took
for granted the perception of freedom in it. They
wrote, in effect, as if the subjects in the study would
act to maintain or restore freedom of choice if the
experimenters perceived in the situation a threat to
the subjects’ freedom—an idea quite foreign to PCT.
The Brehms’ theory differed from PCT, too, in their
insistence that “. . . the person must know that he or
she can do X” (1981, p. 12) if the person is to show
reactance. In PCT, awareness can affect the particular
action the person takes to counter a disturbance, but
awareness is not a necessary feature of control.

Dissonance

Dissonance theory guided the research of many
researchers in social psychology for some years.
The original book under that label was Festinger’s
(1957). Other important early work was that of
Heider (1946, 1958) and Newcomb (1953, 1959).
From the flood of writings that ensued, I'll mention
only my own piece in 1956a and the serviceable
collection by Abelson and others in 1968. Cooper
and Fazio (1984) reviewed later research. Most of
the writing was devoted to the simplest form of the
theory; an insightful but largely ignored proposal for
a more sophisticated theory was that of Newcomb
in 1959. Runkel and Peiser (1968), using symbolic
logic, showed the simplest form of the theory to be
in fact trivial.

Briefly, dissonance theory holds that if a person
finds that two perceptions seem to contradict each
other, the person will do something to remove the
contradiction (dissonance) and bring the perception
of the situation into consonance. The idea of an
internal standard was not usually explicit in this
research, but you can see that one perception could
serve as a standard for the other, or the standard of
the logic of classes could be at work.

Those researches and many later ones were of
the nose-counting sort (using the method of relative
frequencies), and do not demonstrate any invariant
about human functioning. They demonstrate only
that some people in some situations can behave in
ways that those words seem to some of us to fit. But
the researches do hint that with proper use of PCT
method, people might be found to be controlling a
perceived variable similar to what all those researchers
have called cognitive dissonance.

In 1989, Berkowitz and Devine wrote, “One of
the high points of the 1987 American Psychological
Association meeting was the symposium commemo-
rating the 30™ anniversary of dissonance theory”
(p. 493). Berkowitz and Devine went on to say that
dissonance theory was losing its popularity among
researchers. They wrote on page 502, ... we tab-
ulated the number of articles explicitly dealing with
this theory in the 1967, 1977, and 1987 volumes of
the Journal of Personality and Social Psychology. . . .
there were seven such articles in 1967, two in 1977,
and none in 1987.” (Some high point!) Berkowitz
and Devine said that they thought the “cognitive
perspective” was supplanting dissonance theory.
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As far as I know, some psychological researchers
may still be occupying themselves with cognitive
dissonance, though it was back in 1974 that William
Dember announced it as “the cognitive revolution,”
and it may be outstaying its welcome by now. In his
article, Dember paid special attention to the powerful
effects of political and religious ideology, plainly mat-
ters of internal standards.

Living Systems

Oddly, Appley omitted mention of J. G. Miller’s
monumental Living Systems, which appeared in
1978. Miller included negative feedback loops as
one of the “adjustment processes among subsystems
or components, used in maintaining variables in
steady states” (p. xxviii). He described (on pages
462-464) numerous feedbacks in the human body,
both neural and endocrine. He wrote of the echelon,
a concept similar to Powers’s hierarchy, though Miller
seemed to think of echelons, as can be seen on his
pages 423—424, more as patterns of connections
among clusters of neurons than as controls for types
of perceptions. On page 29, Miller wrote:

In living systems with echelons, the components
of the decider . . ., an information processing sub-
system, are hierarchically arranged. Certain types
of decisions are made by one component of that
subsystem and others by another, each component
being at a different echelon.

Furthermore, Miller described some concrete, tan-
gible models; see, for example, his pages 493-499.
And his description of motivation certainly leaned
toward the cybernetic:

Motivation . . . is a message or messages from a
lower echelon or subsystem that a higher echelon
or system at a higher level should carry out an
action to restore some steady state or maintain
one that is threatened. . . (p. 429).

At first glance, that looked to me upside down. In
PCT, actions are carried out by the lowest level, not
by higher levels! But I think my trouble in under-
standing lay with what Miller meant by “carry out.”
On page 425, Miller wrote, “. .. in human beings
higher brain echelons . .. can on occasion take
over control of processes usually regulated by lower
echelons. . .”. That sentence is right side up, though it
shows again how Miller missed the idea of controlling
perceptions.

Miller noted feedbacks meticulously in cells,
organs, and whole creatures (and even in groups and
organizations) and saw motivation cybernetically as
purposeful. Yet motivation was a very small topic for
Miller; in his book of more than a thousand pages,
he gave motivation about one page in his chapter on
the whole organism and barely mentioned it in a few
other places. I think Miller conceived the organism
to consist of 19 subsystems, each performing its
particular function (boundary, distributor, transduce,
decider, and so on), and the whole somehow managed
by the decider. But Miller’s prodigious tome left me
wondering what I should do with all that information.
In his concluding chapter, Miller seemed most con-
cerned about whether his conceptions of subsystems
were fitting descriptions of all of his seven “levels™
cell, organ, organism, group, organization, society,
and supranational system. As to what we should
expect from living systems, what we should be ready
to observe, or how we should try to interact with
them, he says there on page 1025 only that his theory
“is eclectic. It ties together past discoveries from many
disciplines and provides an outline into which new
findings can be fitted.” Well, I could see how Miller
could reasonably classify this or that study’s finding
under one or another of his subsystems, and for a year
or two after I read the book, I sometimes thought
about those subsystems, but Millers scheme never
pointed me in one direction instead of another in
my research or in my organizational consulting.
PCT tells me immediately what I should 7oz try to do
in research or in practical life; Miller’s Living Systems
theory did not do even that.

Though Miller gave serious attention to feedback
loops at all his seven levels and frequently wrote of
goal-directed action, I had the feeling always that I
was getting incidental or peripheral information. He
never told me that the negative feedback loop with
its internal standard was the key to understanding
the nature of the beast. He would tell me about
some feedback loops and then, on the same page,
he would tell me of some findings from traditional
(correlational) stimulus-response research as if the
two were unquestionably compatible; that is, he
seemed to me to be giving equal billing to circular
and linear causation. In his final summary of the
characteristics of living systems on page 1027, Miller
again wrote almost as one might expect a follower of
PCT to write, but then somehow did not see that all
that feedback he described enables the organism to
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control perception, did not note that the tangible
models he described were unable to operate in an
unpredictably changing environment, did not see the
uniqueness of the internal standards of individuals,
and did not see the vital difference between the stance
of the PCT investigator trying to see how behavior is
chosen from inside and the traditional stimulus-re-
sponse investigator trying to find the average behavior
of other people that conforms to his own view of how
behavior is shaped from outside.

Other Mentions of Purpose

So far, I have been exhibiting writings that implied
“equilibrating” processes. I will turn now to the less
specific literature which nevertheless specifies or
implies purpose.

Psychologists still seem divided as to whether the
concept of purpose is worth attention. Those who
follow ]. B. Watson’s lead shudder at the very thought.
Others omit purpose as a requisite feature of moti-
vation, but may, for example, interpret experimental
results by speculating about what subjects might have
been “trying to do”. Many other psychologists deal
explicitly with purposes (intentions, goals, aspirations,
needs, preferences). A tradition in psychological the-
ory reaching back to the 1890s and giving explicit
attention to purpose is functionalism. Mark Snyder
(1993, p. 254) wrote:

... functionalism was the purposive psychology
of [what an act] 7 for. . . . Functionalist themes
pervade psychological perspectives as diverse as
psychoanalysis, behaviorism, psychobiology, and
evolutionary biology—each of which emphasizes,
in its own way, the adaptive and purposive pursuit

of ends and goals. . . .

I suppose many psychologists would disagree with parts
of those sentences, but the quotation shows again how
the idea of purpose pops up, sometimes unexpectedly,
in many branches of psychological theory.

Finally, to be sure I was reasonably up to date with
my remarks in this chapter, I spent half a day in my
university’s library looking at books published in 1990
or later—introductory texts and books on general psy-
chological theory. In that time, I got about halfway
through the alphabet of authors and found myself
with eleven books to examine!. In each, I looked at
what the author said about control, feedback, circular
causation, and perception. Five books mentioned
W. B. Cannon’s (1932) idea of homeostasis; two of

those each devoted a sentence or two to the topic, the
other three about a page. Three books mentioned
control, but only in the sense of control of the envi-
ronment and other people, not control of perception.
Four books mentioned feedback, but used the word
to mean merely one person giving information to
another. One book printed a diagram showing a feed-
back loop through a muscle, but said nothing about
it in the text. Two books contained a few pages on
biofeedback. One book had several pages on causality,
but no mention of circular causality. In the book by
Gray (1991), Figure 6.9 looked like this:

Nervous System

I I
Peripheral NS Central NS

Sensory Motor
Skeletal Autonomic
[ .
Sympathetic Parasympathetic

“Sensory” nerve fibers are those leading inward from
sense organs; “motor’ fibers are those going outward
to muscles and glands. The diagram implies (to me,
anyway) that Gray thought the Central Nervous
System (the brain) has no fibers reserved for input
or output. And the diagram also implies (to me)
that the skeletal and autonomic parts have no fibers
devoted to input signals. I don’t think such a nervous
system could keep us going. I have no idea what the
meaning could be of the lines connecting the words
in that diagram.

Books that apply psychology to practical affairs
have long dealt with purpose without apology. An
example is the psychology of sport; another is the field
of organizational management. Athletes are always
assumed to have purposes, and so are managers in
business and industry. In the latter field, even the
workers are sometimes assumed to have purposes.

I think I have now devoted enough space to the
point that the psychological literature of recent de-
cades has contained a good sprinkling of publications
containing the idea of action being taken to bring a
perception into congruence with an internal standard.
And I hope I have made it clear that a good idea or
two is not sufficient to compose a theory that can be
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tested quantitatively with a single individual living
creature, human or otherwise. It is a good idea to
note the widespread occurrence of “equilibration”
of various sorts in human behavior, but noting that
much is not sufficient for selecting the proper math-
ematics and building a working model to demonstrate
equilibration. It is a good idea to note that people
often react against incursions upon their freedoms,
but that is not enough for building a model, either.
Now that Powers and other researchers have shown
us how to build models with PCT, we can state the
minimal requirements of theory that can produce a
working model; namely,

1 anegative feedback loop

2 circular and simultaneous causation

3 functions arranged so that the perception is
controlled to match a reference signal (internal
standard).

A theory with those features is the only sort that so
far has enabled a working model to be built that
will control a perception (hold to a purpose) despite
unpredictable disturbances to the perception from
the environment. Let us return now to our journey
around the loop.

INTERNAL PROCESSING

Look again at Figure 4-1. The comparator delivers an
error signal. If the incoming perceptual signal matches
the reference signal (the internal standard), then the
value of the outgoing error signal (in rate of pulses)
will be zero; otherwise, the value of the error signal will
be greater than zero. The greater the error signal, the
greater will be the effect on the output function, the
output quantity, and then the action output.

Now time out for a technical note. I put this
here not because it is vital to your understanding of
the connections among the functions in the feed-
back loop, but because I want to remind you that
technicalities do arise in building a model, as this
small example will show. Iwrote in the preceding
paragraph about the perceptual signal’s “matching”
the reference signal. What do I mean by “matching”
At the comparator, the value of the perceptual signal
is subtracted from the value of the reference signal,
and the difference goes out as the error signal. But
by “signal,” we mean a neural current measurable in
pulses per second. If we have a reference signal of
1000 pulses per second and an incoming perceptual

signal of 600, then the error signal is 1000 minus
600 or 400 pulses per second. But if the incoming
signal is 1200, we cannot say that the error current
will be 1000 minus 1200 or a negative 200. A nega-
tive neural current is a meaningless phrase. All neural
currents flow away from the cell bodies, no matter
what sets them off; so the idea of positive and nega-
tive directions cannot apply. The comparator has no
choice, so to speak, but to interpret any difference
that would yield a negative number (I'm not saying
that the comparator works with numbers) as zero.
To be properly precise, therefore, the sentence about
matching would have to read like this:

If the incoming perceptual signal is equal to or
greater than the reference signal (the internal stan-
dard), then the outgoing error signal will be zero. If
the perceptual signal is less than the reference signal,
then the error signal will be greater than zero.

And now I'll add a small complication to this small
technicality. The description just above is fine for
many kinds of variables; for example: Are my muscles
able to counteract the force with which gravity pulls
this object downward? As long as I can pull upward
with that force or more, the answer is yes. Or suppose
you call out, “Quiet! Quiet! I think I hear some-
thing!” Presumably the other people cannot then be
too quiet to suit you. But other kinds of variables
have reference values that can lie between too little
and too much. [Ilike my coffee, for example, not
too cool and not too hot. A model could cope with
that by having one system send out a non-zero error
signal if the sensation from the coffee is too cool, and
another system if the coffee is too hot. You can think
of further ways that a model could cope with such a
nonmonotonic reference value.

Let us go back now to the loop.

The error signal actuates the output function,
which is the transducer between the neural net and
the world outside. Output functions (or transducers)
activate muscle contractions (as indicated in Figure
3—4); they also regulate the production of secretions
by some glands. Glandular secretions act chiefly on
the body, though they sometimes figure rather directly
in events far beyond the body, as, for example, when a
person feels some controlled variable to be disturbed
by the sight of another person’s tears or when semen
from one person joins with ova from another to start
growing a new creature. Muscular contractions bring
about by far the greater part of our actions on the
environment.
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In connection with Figure 3—4, I described the
layers or levels of control loops that set reference
values (internal standards) for loops lower down.
I said that above the “lowest” loops, whose outputs
actuate the output function and enable us to act on
the environment, are thousands upon thousands of
loops that enable us to coordinate the outputs of those
lowest loops. The higher loops make it possible for
all those muscles in the leg to move with the right
order and force so that we actually walk, and not just
lurch this way and that. The higher loops make it
possible for us to tell a rose from a skunk, recognize
our friends, read a book, and wonder whether a tree
falling in the forest makes a sound if no one is there
to hear it. The higher loops make it possible for us
to move a fork accurately from plate to mouth and
also to plan a 500-mile trip so that we can eventually
enjoy seeing grandmother’s smile.

The higher loops make it possible for us to choose
a particular act through which to control a perceived
variable. We can control the flow of heat from our
bodies by choosing to put on a sweater or to turn up
the thermostat. “Internal processing” is the term I
used in Figure 4-1 to cover all those controls of the
lower loops. Figure 4-1 makes it look as if the in-
ternal processing for the loop is somehow contained
within that loop itself—within that little box on the
diagram. But the diagram is schematic. It shows not
how some particular loop would be “wired up,” but
rather the kinds of functions and connections that
would have to be “wired up” in any loop, regardless
of the level in the hierarchy of the loop or the number
of connections it might have with other loops. I will

describe the hierarchy in Chapter 18.

OUTPUT QUANTITY

When the output function converts a neural signal
into a muscle contraction (for example), the muscle
exerts a certain amount of force on something. The
force is an example of ouspur quantity. Some out-
put quantities are amounts of secretion, but most
of the output quantities with which we affect our
environment are muscle forces. Outputs from the
higher loops are neural signals to the comparators
of lower loops.

Many of our actions occur within the body. The
muscles of the heart pump blood within the body.
Various glands put their chemicals into the blood

stream. Through glands and muscles, our nervous
systems maintain their bodily environments, including
the environments containing the ions that move the
electrons to the neural fibers, enabling them to fire
repeatedly and to send their pulses in a thousand di-
rections and still maintain their electrical capabilities.
Keeping the body functioning well enough to supply
the physical needs of the brain and its neural extensions
is itself a large topic; it comprises the entire science and
practice of medicine. That is not my topic.

With only a few exceptions, everything we do to
affect the outer environment we do by pushing or
pulling on things. We can push a branch or a person
out of our way. We can pull on things by hooking our
hands or arms or legs around them; pulling is only
pushing from behind. We can pull down a branch
to pluck a fruit from it. We can push from two sides
at the same time; that is, we can pinch, grasp, twist,
bite, and hug. The most conspicuous things we do
are done with our muscles: eating, waving, walking,
hollering, talking, writing. We can make sound waves
in the air with our vocal cords and by clapping our
hands. We can blow on hot coffee and into trumpets.
We can suck soda through a straw.

ACTION OUTPUT

We act with the purpose of controlling some perceived
variable. The violinist tightens a string or loosens it
with the purpose of hearing the pitch that matches
the pitch given out by the oboe or piano. We usually
name our acts with the purpose we have in mind.
I see my wife putting on her coat. “What are you
doing?” T ask. If she wanted to be literal or wanted to
tease, she could say, “I'm putting on my coat.” If she
wanted to be even more literal than that, she could say,
“I'm holding my left arm steady while I contract the
biceps in my right arm, and I'm doing just the right
things with a lot of other muscles to keep from falling
over.” But instead (I'm glad to say) she tells me her
larger goal: “I'm going out to buy some food.”
Claire (my wife) wants to perceive herself bring-
ing home some food. Putting on her coat is an early
part of a complex program through which she can
eventually perceive herself bringing home some food.
In other parts of the program, Claire must perceive
herself walking to our automobile, she must perceive
herself moving closer and closer to the automobile,
she must perceive the motor making the right noises
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when she turns the ignition key, she must perceive
the car moving close to (but not touching) the edges
of the garage door, and so on. She must operate
the car in such a manner as to see herself arriving at
the market. On the way, she must turn the steering
wheel to counteract unexpected bumps in the road
and gusts of wind that would otherwise throw her off
course. She must slow or stop when other cars come
into view. And so on. All those small actions within
the larger action of bringing home some food are
actions to control some perception that is instrumental
in eventually perceiving the food at our house. This
journey is an example of the control of perceptions by
loops at a higher level—a level that Powers has labeled
“program.” Through complicated programs such as
this and through even more encompassing levels of
control, we are able to complete control loops that
require long periods of time and unpredicted uses of
opportunities in the environment.

The action on the environment produces a feed-
back function. The action affects some energy in the
environment that is delivering to a sense organ an input
quantity that the person wants to control. Claire puts
on her coat for the purpose of keeping warm; that is,
she wants to sense a low rate of heat flow away from
her body, and she will sense that low rate when she puts
on her coat. If the rate becomes too low (if she comes
to feel too warm), she will unbutton the coat or take
it off. Claire wants to see herself bringing home the
food. At the end of her journey, her actions enable her
to see herself walking into her kitchen carrying sacks
of groceries. Her purpose has been achieved.

So the feedback loop is completed.

Notice that taking action to control a perception
requires energy. Organisms get energy from the
food they ingest and the oxygen they inhale. Energy
is needed to maintain the tissues and substances of
the body—to replace damaged cells and replenish
enzymes, for example. But those are internal main-
tenance functions. By themselves, the maintenance
functions do not enable the organism to go on liv-
ing. Those functions maintain the systems (such as
muscles and sensory organs) that the organism uses in
controlling perceptions. Without sensory organs, the
person could not tell whether he or she was getting the
right kinds and amounts of food. Without muscles,
he or she could not get any kind of food. Even the
Escherichia coli has to be able to wiggle its cilia. I will
say more about calling up energy in Chapter 21 on
emotion.

ENVIRONMENTAL FEEDBACK

Notice what we mean by feedback. Many people use
the word feedback to mean information given by one
person to another: “I gave him some feedback about
how he was coming across,” or, “I was glad to get her
feedback.” Asa technical term in PCT, environmental
feedback designates the results of output actions that
affect the controlled input quantity and thence the
controlled perception. Putting on a coat affects the
movement of warmed air near the body and thence
the perception of heat flow from the body. Feedback
is the part of the loop that feeds back energy to the
input quantity and thence energy to the controlled
perception. All those various actions Claire took to
get home with the groceries constituted the environ-
mental feedback function of the program loop. The
loop did not require that anyone give her any informa-
tion, helpful or not. In PCT, strictly speaking, no one
else can give you feedback; you must do it yourself.
In Figure 4-1, environmental feedback occurs where
you see the label “Feedback function.” If, for example,
you want to perceive that your necktie is straight, one
way you can make use of the environment to achieve
that perception is to look in a mirror. Another way is
to ask your friend, “Is my necktie straight?” And you
might be satisfied if she answers, “Yes.” So you might
succeed in imagining (which is a kind of perception)
the proper straightness of your necktie by using her
report. Or if she says, “No,” you could make use of
that report, too, by adjusting the necktie and asking
her again for a report.

Now suppose you do not ask your friend for her
opinion, but she proffers the remark, “Your necktie is
crooked.” You might say, “Thanks,” and straighten
it. You might not actually care about the necktie;
you might straighten it because you care about what
she wants to see. Or you might reject her comment;
you might reply, “Who asked you?” Or you might
just ignore her remark. In these examples, you are
not using what your friend says to control your own
satisfaction with your necktie. If you straighten your
tie only because you want it to look the way she likes
it, you are not controlling your perception of the
necktie; you are controlling your perception of her
satisfaction. What you do to control your perception
of your necktie is what you do to affect the input
quantity; that is where the feedback must have its
effect. Buta remark initiated by another person may
or may not be useful to you as a feedback function.
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The other person may intend it to be useful to you,
and you may indeed find it so, but the other person
cannot be sure the remark will become a part of your
feedback function. You are the only one who can
know whether it does so.

You can, of course, make use of what other people
do, including what they tell you, to control your per-
ceptions. As another example, if Claire could not
find her coat, she could ask, “Where’s my coat?” and
I could tell her it is in the other closet. My telling
her the whereabouts of her coat is not properly called
feedback in the technical PCT sense. Claire’s question
to me is part of her feedback function, and so is her
use of my answer. So in a minor sense, you could say
that my answer to her is a part of her feedback func-
tion, but it is not my talking that is the feedback. My
talking is not feedback from me to her; it is feedback
from her to herself. She must find the path or get the

information she needs to reach her goal.

DISTURBANCE

The feedback affects the input quantity, but the
feedback is not the only force affecting the input
quantity. The feedback is necessary because energies
in the environment are usually acting to disturb some
input quantity. As we walk, we are always in effect
falling forward, and we must always be putting a foot
forward to catch ourselves. As we walk, the forward
falling must be constantly counteracted. The input
quantity, in this case the feeling of rate of falling, is
always a resultant between the feedback force, push-
ing upward with the legs, and the disturbing force,
gravity. As we drive a car, the position we perceive
the car to be in on the road is a resultant of the force
we apply with the steering wheel and (for example)
the force of a crosswind that would otherwise blow
us off course.

We do not always act because of an immediate
disturbance to a controlled variable. Sometimes dis-
turbances are long lasting or counteractions are long
delayed. We have continuing occupations, ambitions,
aspirations. Butwe still act to change the present state

of affairs into one we believe we will find more pleas-
ing. Sometimes we have goals that are continuing,
never to be culminated, such as having a preference for
keeping busy. We could conceive of “keeping busy” as
a controlled variable for which the reference signal is
“yes” or, equivalently, we could conceive of “idleness”
as a controlled variable for which the reference signal
is zero, and the person who keeps busy is succeeding
in keeping that variable at the reference level.

IRRELEVANT EFFECTS

When we act to control a perceived variable, we affect
not only that variable, but also other parts or aspects
of the environment. We may notice some of those
other effects, but never all of them. I walk up to the
check-out counter with my groceries, and the person
there greets me, but I am too occupied thinking about
some difficulty to respond with more than a mumble.
As it happens, two or three other people among the
next four or five respond in the same way. Discour-
aged, the check-out person mumbles her greeting to
the next customer, who doesnt bother to answer.
Check-out person and customers alike feel glum
and disaffected for the next fifteen minutes until
an ebullient customer shows up to break the gloom.
A tree in our yard dies, and we have it cut down
and hauled away. We may not notice that a habitat
for woodpeckers is also gone. We drive to Ashland,
adding to the air our portions of carbon monoxide
and dioxide, discouraging the passenger service of
Amtrak, breaking up a certain amount of the pave-
ment, and annoying some drivers who think we are
going too slowly. Some industrial managers capture
a large share of the market for their product and note
that they are making a large profit for themselves and
their shareholders and are employing 10,000 people.
They may not notice that they are polluting air, river,
and trash dump and damaging the health of a large
fraction of those 10,000 people. When you conceive
a child, you puta claim on the space and resources of
the planet that the child will eventually use.

I will say more about irrelevant effects in Chapter 22.
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SUMMARY

Seeking to understand the functions in the control
loop does not obligate you to use the quantum the-
ory of atoms and molecules to explain your desire to
play the bassoon. Have no fear of people who cry,
“Reductionism!”

To test the usefulness of a model, words or even
mathematics are not enough. A model should be
capable of being built with tangible materials and
set into motion. The functions and connections
in Figure 4-1 have provided the assumptions for
numerous models that have “behaved” in the same
way as actual human individuals. I will describe
some models in Chapters 7, 8, and 9. To make a
psychological theory that can be tested with a working
model, it is not enough to have a good idea such as
purpose or acting against disturbances. It is necessary
to specify a negative feedback loop with circular and
simultaneous causation having functions arranged so
that perception can be controlled to match a reference
signal (internal standard).

What we do affects more than the perceptual
variables we want to control. What we do also has
effects to which we pay no heed. Some of those
“irrelevant” effects come back to haunt us.

ENDNOTES

"The books were M. W. Eysenck (1994), M. 1.
Friedman and G. H. Lackey, Jr. (1991), A. Furnham
(1996), Peter Gray (1991), C. R. Hollin (1995), K.
Huffman and others, 34 ed. (1994), J. Kagan and
J. Segal, 8" ed. (1995), G. A. Kimble (1996), J. V.
McConnell and R. P. Philipchalk, 70 ed. (1992),
R. Ornstein and L. Carstensen (1991), and J. Rodin
and others (1990).
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Chapter 5
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“Beware how I write

think the key ideas in PCT are fairly simple.

The interlacings of those simple ideas, how-

ever, can become complex. Furthermore, some
of the ideas sharply contradict ideas widely accepted
in our culture; one contradiction with the culture,
for example, is PCT’s core idea that whatever we
do, we do by controlling perceptions. Accordingly,
I will sometimes fail to say something in a way that
enables you to grasp my meaning, because you and I
differ in how we have learned to combine ideas and
in the aspects of our culture we have come to cherish.
Worse than that, you may come upon something
that I wrote when I was mixed up in my thinking
and did not catch before publication. Ido take
great care not to let my manuscript be wounded by
erroneous statements, and several of my friends will
have read through the manuscript looking for faults
of whatever kind, but every book I have written got
past the author, editorial readers, and editors with
some embarrassing blemish.

If it were possible, scientists would prefer to
communicate entirely through experimentation.
They would invite one another to come and wit-
ness their experiments, letting the lessons learned
bloom behind the eyes of their guests without any
verbal interference from the host. You can see how
impractical that would be. Scientists would have to
use words to issue the invitations, and the invited
scientists would then ask, “What’s it about? How
long will it take? Who is going to pay my expenses?”
Scientists therefore write articles and books not only
to tell one another about their experiments, but also
to persuade one another that the others ought to want
to know about the experiments and even join in the
experimentation. (This is one of those books.)

The writing becomes part of the scientific enter-
prise. It is the way that scientists try to join hands
in building a science which, in turn, can be offered

to the members of the embedding culture as a way
of understanding and coping with the world. The
writing, therefore, should be done with the same care
with which the experimentation is done. Butjoining
hands and understanding the world do not stop with
the writing. The joining and the understanding can-
not begin until after the reading. The reading too,
therefore, should be done with care.

Details and nuances can be important.

For example, my very first sentence in Chapter 1
was, “People have always been fascinated by the
actions of others.” That sentence is unsound. How
many people have been fascinated? Everybody?
If not, which people? Have they been fascinated by
all the actions of others? If not, by what fraction of
actions or by what sort? I like to be precise, but I let
that wobbly sentence stand.

If T had let my desire to be precise rule my writ-
ing, I would have written a sentence without those
ambiguities. But there I was at the first sentence of
the first chapter, wanting to invite your attention to
the things I thought you would be in the mood to find
fascinating if you had picked up this book; namely,
other people. I wanted a short sentence followed by
some other short sentences, none of them steering
your attention to logical niceties and syntactical preci-
sion, but instead keeping your focus on people and
their doings. More than anything else, I wanted to
make it easy for you to imagine some of the many
ways in which we observe the doings of other people.
So I gave up precision in favor of a quick and easy
focus on human doings, leaving more precise state-
ments to come later.

I hope you will at least occasionally scrutinize my
sentences to see whether you find them believable.
When you do not find me believable, ask yourself
whether I might have let myself be vague so as to
get on with the story. But if you don't think that is
the case, then write something in the margin like,
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“Some! Not everybody, you idiot!” When you came
in the previous paragraph to my phrase “. . . steering
your attention. . .,” you might have thought, “He
cant steer my attention. I steer my own attention.
Runkel can offer something for my attention, but I
myself choose whether to give it.” If you did say that
to yourself, I can only agree with you. And you will
every now and then, I fear, find sentences like that
in this book.

Look out even for single words. You may discover
(though I hope not) that I am using some word in
a nonstandard manner. As the years go by, I still
discover now and then that I am using a word for a
meaning of which my dictionary is ignorant. Usually
I convert to the dictionary’s belief, but sometimes I
backslide. So look out for the possibility that I have
picked the wrong word.

Other authors do it, too. In an article in a
psychological journal, the author said that a great
many studies on a particular topic had been done,
and “Sawyer reviewed a plethora of those studies.”
[ think the author meant only that Sawyer reviewed
a large portion of the studies; but according to the
dictionaries, the sentence meant that Sawyer reviewed
more articles than he really cared to. Dictionaries say
that plethora is used to mean not merely a lot, but an
excess or superabundance.

Positive and negative can be ambiguous. Most
people most of the time nowadays, it seems to me, use
those words to mean simply good and bad. But they
can be used in other meanings. Dictionaries use halfa
column to list them all. Positive, for example, is often
used to mean being confident of one’s opinion, being in
no doubt. In reviewing a book, the reviewer may write,
“My opinion of this book is a positive one.” Does she
mean that she likes the book? Or does she mean that
she is in no doubt about her opinion, though she is
refraining from saying whether she likes it?

Some words that bear upon theorizing recur in
this book. While I am on the topic of word usage, let
me tell you the meanings I have in mind for some in
this family of words: assumption, axiom, conjecture,
guess, hypothesis, postulate, premise, presumption,
presupposition, principle, theorem, theory, thesis. A
guess, hypothesis, or theorem is (as I interpret my
dictionaries) a statement formed for the purpose of
putting it to the test. Looking for evidence for the
statement clarifies not only that statement but also a
connected, larger body of assertions. An assumption,
axiom, postulate, or presupposition is an assertion

taken to be correct or true without question while
investigating other (even though connected) matters.
An author may want you to accept certain assump-
tions as axiomatic just while you read his book, or
he may expect you to accept the assumptions that
are widespread in a discipline or school of thought.
Some authors, especially mathematicians, will try to
set forth their axioms explicitly for you at the outset.
Without help from an author, assumptions often lie
implied, unseen. Finally, a theory contains both as-
sumptions and hypotheses. I have tried to stick close
to what my dictionaries tell me about these words,
though I lean somewhat toward the usages of writers
on scientific theory and mathematics. You will no
doubt find other authors using some of these words
(especially “assumption”) in other ways.

Now and then writers hurry too fast past their
sentences. The following appeared in Science News
in 1998: “. . . women who had gained 22 pounds or
more since age 18 ran an increased risk of dying.”
Every woman will die, no matter how few pounds she
gains. I suppose the author meant that the women
who gained 22 pounds or more would die sooner, on
the average, than those who gained fewer. Here is
another hurried sentence: “Some of the meteorites
have been in the ice for more than a million years,
possibly longer.”

But usages of words and hurried sentences will be
much smaller dangers than the dangers of implied
assumptions.

ASSUMPTIONS

Writing is always shaped to a considerable extent
by the author’s beliefs about how the world works,
about how things function—by what Powers calls our
“system concepts.” If we believe that unexpected
events can come about by chance, we write to a
friend, “If 'm lucky, I'll get there on Tuesday.” If we
believe that although we can be surprised by events,
nothing happens except at the will of God, we write,
“I'will arrive, God willing, on Tuesday.” If you believe
that persons who break laws have sinned, and that
when they are put in prison with little to do, they
will reflect on their sins and become penitent and
therefore resolve not to break a law again, then you
will chisel the word “Penitentiary” over the door of the
prison. If you believe that subjecting lawbreakers to
a restrictive and coercive discipline of obedience will
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cause them to maintain that mood of obedience after
they leave the prison, and if you believe that teaching
them a manual skill will enable them to make a legal
living after getting out of prison, the two “treatments”
together reforming or correcting their behavior, you
will chisel “Reformatory” or “Department of Cor-
rections” over the door.

If you believe that the acts of a person are caused
largely by events in the person’s environment, you will
write, “The new incentives instituted by management
resulted in a 15 percent increase in production,” and
you might even believe that not just some, but all the
workers on that production line were influenced in
that direction by those incentives. You will write,
“The prick of the pin caused her to jerk her hand
away,” a sentence William McDougall would not
have written, as you can tell from the quotation
from him that I put at the beginning of Chapter 4.
You will write, “Classical conditioning reinforcement
strengthens a response,” even though that explanation
seems to fit only nonhuman animals deprived of food
and imprisoned in an environment (such as a Skin-
ner box) offering severely restricted opportunities
for controlling vital perceptions such as hunger and
nourishment. Ifyou are B. E Skinner, you will write

(as he did on page 35 of his 1953 book):

The external variables of which behavior is a func-
tion provide for what may be called a causal or
functional analysis. We undertake to predict and
control the behavior of the individual organism.
This is our “dependent variable”—the effect for
which we are to find the cause. Our “independent
variables”—the causes of behavior—are the exter-
nal conditions of which behavior is a function.
Relations between the two—the “cause-and
-effect relationships” in behavior—are the laws of
a science. A synthesis of these laws expressed in
quantitative terms yields a comprehensive picture
of the organism as a behaving system.

If you believe that the acts of a person are caused
largely by the kind of person he or she is, you will
write, “We need a strong leader at the head of this
company,” and you will urge the new leader to recruit
a better class of worker. To recruit those workers,
you may advocate using screening tests of manual
dexterity, obedience, honesty, intelligence, or some
other desirable quality. You will write, “Vote for Jones
—a man of probity and experience.” You might
write an article in a magazine explaining that a

particular politician’s leadership was demonstrated by
the fact that the public debt was reduced during that
politician’s incumbency, and you might even believe
that the public debt would 7oz have decreased if some
other politician had been in office. To improve the
social order, you will urge measures to change the
inner qualities of people—perhaps their morality,
practical knowledge, patriotism, or team spirit. You
may believe those inner changes can be brought about
by the shining examples of morality and citizenship
to be encountered at church or school. Or you may
believe that those inner qualities are given at birth
and are unchangeable or are too slowly changeable.
In that case, you may advocate improving society
by killing off the undesirable people, a procedure
put into practice in our own time by Hitler, Stalin,
Pol Pot, and others.

Most people appeal to both those sources of action,
even if alternately. People who wanta strong president
often believe he or she will have strong influence on
leaders of Congress, executive departments, the military
branches, and industry. In other words, they believe
the president will act from his or her inner qualities,
but that the members of Congress and the others will
act because of being skillfully or forcefully prodded by
the president. Persons with that combination of belief
rarely, it seems to me, wonder who prods the president
(or king or other top boss). Once in a while I have
heard the speculation that a president is influenced by
some “power behind the throne” such as a wife, and
in the days when actual thrones were numerous, the
ruler usually claimed to be guided by God; rulers still
occasionally make that claim today.

I do not want to leave the impression with you
that assumptions are bad. They cannot be avoided.
To learn something, you must assume that you al-
ready know something. To learn how far it is from
Chicago to Omaha, you must assume that there are
such places as Chicago and Omaha. You must act
as if those places exist while you are hunting for the
information about distance. If you find no trace of
those places under those or other names, you may
then relinquish your assumption. But you will never
find out the distance between them unless you assume
that they do exist.

The trick is to find assumptions that match fact.
We make trouble for ourselves when we assume that
the world is flat, thata fever is always bad, that tobacco
is good for us, or that nothing moves until pushed
by something else.
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TRAITS, NEEDS, AND MOTIVES

Psychologists and non-psychologists who believe
action to be caused by the person almost always
hypothesize the existence of traits, needs, or motives
within the person, and psychologists almost always
describe a trait, need, or motive as being common
to all people (or to most people or to a large speci-
fiable fraction of people) though existing in varying
degrees from one person to another. Examples of
traits that have been proposed in psychology books
are introversion-extroversion, surgency, emotional
stability, conscientiousness, intelligence, submissive-
ness-dominance, and psychasthenia. Examples of
motives and needs are power, affiliation, and novelty
in experience. In our everyday speech, you and I and
Uncle George propose dozens more: courage, gener-
osity, insolence, laziness, persistence, pigheadedness,
sensitivity, stubbornness, and on and on. In seeking
evidence for the “existence” of those internal qualities,
researchers almost always do so by claiming that per-
sons high on trait X will perform certain acts more
often than persons low on trait X. The researchers
then putalot of persons in situations where those acts
are possible and tally the proportions of the people
who perform those acts. There are great difficulties
in interpreting an experiment of this sort; I have de-
scribed the chief of them in Chapters 4 and 5 of my
1990 book. In this book, I will describe difficulties
in assessing intelligence and personality traits in
Chapter 26, psychological disorders in Chapter 31,
and academic aptitude in Chapter 38.

I hope you will be suspicious of claims about what
can be told about the likely behavior of people from
assessments of their traits and motives. The person’s
internal standards are only part of the story, and ascer-
taining internal standards by the traditional methods
of assessment are very uncertain when not absurd.
So as not to drift too far afield at this point, I will omit
to mention the many arguments and counterargu-
ments that can arise concerning traits and other simi-
larly conceived internal standards. I will ask you only
to remember the Requisites for the occurrence of a
particular act (I gave these in more detail in Chapter 1
of this book under the heading “Requisites for a Par-
ticular Act”). The Requisites lie boh in the person
and in the environment:

1 That some environmental event disturb a con-
trolled variable.

2 That the person find some means in the envi-
ronment with which to affect the controlled
variable.

3 That the chosen act not disturb some other con-
trolled variable.

CONTROLLING OTHERS

Watch out, too, for the assumption that it is pos-
sible for one person, psychologist or not, to “cause”
another person to do some particular thing—pick up
his socks, get married, or grow up to be a minister of
the Gospel. Most of us, I think, would like to have
power not only over nonliving things such as chairs
and automobiles, but also over animals and people.
Fairy stories, myths, so-called science fiction, biog-
raphies, self-help books, religious books, histories, and
psychology books are sprinkled with putative ways,
magical or otherwise, to compel others to our will.
I do not claim that we are all genetically endowed
with a lust for power. But there can be no reasonable
doubt that we all db affect the environment, living
and nonliving, and no reasonable doubrt, either, that
almost all of us consciously hope and try now and
again to influence other people.

Hardly a day goes by without hearing someone
(or oneself) yearning to influence the acts of other
people in one way or another.

“I hope I can persuade him to do it.”

“I'm going to offer her a better price than he did.”
“He'll do as I say if he knows what's good for him.”
“When she realizes how much we care, she’ll want

to do the right thing.”

Most people do seem to act as if they think they can,
if they are clever enough or forceful enough, cause
other persons to perform particular acts. Bosses issue
specific orders every day. Politicians promise to coax
legislators to pass certain kinds of laws. Parents tell
children to pick up their socks. When some people
doubt their own ability to control others, they often
think someone else has the ability. One parent may
say to another, “I can’t make him do it; yo# make him
do it.” T am not saying, by the way, that it is never
useful to do the kind of thing of which I have given
examples. Iwill go into the topic of interpersonal
influence in Part V1.
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Psychologists, in their professional work, are
not exempt from the desire to control other people.
Earlier in this chapter, I quoted Skinner’s 1953 book,
in which he said, “We undertake to predict and con-
trol the behavior of the individual organism.” Myers
(1986, p. 18) wrote, “. . . psychologists attempt to . . .
predict . . . and perhaps control behavior and men-
tal processes.” L. D. Smith (1992, p. 216) wrote,
“Behaviorists have long held that the aim of science
is the prediction and control of phenomena. . .”.
Myles I. Friedman and George H. Lackey, Jr., whose
book I mentioned in an endnote in Chapter 4, seem
to see the desire for prediction and control in ev-
eryone, and wrote their 1991 book, following up two
earlier volumes, to give evidence for their belief. On

page xiv of their 1991 book, they say,

We now contend that people want to control the
world around them, and a large preponderance of
their behavior is directed to thatend. The mental
ability that is largely responsible for that control
is predictive ability—the ability to make accurate
predictions about the future. . . .

Presumably the term “people” there includes psy-
chologists. Maybe it includes sociologists, too. Jack
P. Gibbs wrote a book called Control: Sociology’s
Central Notion (1989). The phrase “behavior modi-
fication” almost always means an intervention by an
experimenter or therapist intended to cause altered
behavior on the part of a subject or patient; a 1997
book about behavior modification, for example, is
entitled “Change, Intervention and Consequence.”
Books on techniques of persuasion and books on
advertising are also full of presumed methods of
controlling other people—methods, that s, of causing
particular changes in their attitudes or behavior.
Many books written for organizational manag-
ers are about organizational change. Some of those
books tell how organizations are changing in relation
to the surrounding society, but many purport to tell
managers how they themselves can cause their orga-
nizations to take on a new way of functioning,
Ellen J. Langer wrote a book (1983) on the conse-
quences of a person’s perception of having or not hav-
ing control over events in the environment. Among
other findings, she writes that “perceiving control
apparently is crucial not only to one’s psychological
well-being but to one’s physical health as well” (p. 13).
That word “perceiving” might let you wonder whether
Langer was getting close to PCT, but she was not.

In sum, psychological writings (like the writings
of non-psychologists) assume much more often than
not that particular acts of other people can be pro-
duced (controlled), and they assume much more often
than not that prediction of particular acts is the first
and essential step in learning how to produce them.
From the viewpoint of PCT, these two assumptions
are pernicious, and I urge you to beware of them.

Despite the record of paltry success during the last
hundred years, psychologists, like non-psychologists,
persist in trying to predict the particular actions of
other people. Most psychologists write proudly of
their achievements in doing so, even though in almost
all their published studies, they can claim only with
less than full statistical confidence that the fraction of
their subjects whose actions they predicted correctly
was greater than they could have expected to get by
pure chance. It seems to me reasonable to call that
a paltry record. (In contrast, investigators of PCT
publish their findings only when the experimental
results are far too strong to require calculations of
statistical confidence.)

As to predicting behavior, I have no quarrel with
psychologists who begin an experiment with a pre-
dictive hypothesis. My quarrel concerns what sort of
behavior is predicted. To make clear what I mean, here

is the form that a hypothesis in PCT might take:

I have built a model such that, when I ask an actual
person to perform the same task I have given the
model, the person will behave very much as if his
or her internal functions are connected in the same
way I connected them in my model.

Notice that there is no mention of particular acts in
that hypothesis. The hypothesis does not predict an
act sharply limited in time, such as placing an x-mark
or choosing a brighter light. It predicts certain charac-
teristics (those embodied in the model) of continuous
action. Notice, too, that the prediction is made for a
single individual, not for a proportion or an average
among many. The chief criterion for arranging func-
tions in a model built with PCT is that the connected
functions succeed in controlling a perceived quan-
tity—a perceptual variable. A more precise statement
of a typical hypothesis, therefore, goes like this:

I have built a model such that, when I ask an
actual person to control his or her perception of a
particular variable (or more than one), the person
will do so in very much the same way, measurable
quantitatively, that my model does it.
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When such a hypothesis is confirmed, we do not
conclude that one behavioral variable is correlated
with another or that the occurrence of a particular
act is correlated with some environmental event or
stimulus. Instead, we conclude that the model behaves
closely enough to the way humans function so that
it is worth further exploration—worth further in-
vestment of thought and money. If the model sits still
while the person waves an arm, or says, “Stop! Stop!”
while the person says, “Go! Go!” then we should,
after checking all the connections in the model, give
up the theory and look for a better one.

In the usual psychological experiment, the hy-
pothesis predicts a correlation (a statistical association)
between two variables perceivable by the experimenter.
For example, B. G. Fricke (1956) reported that the
best way to find high-school graduates who will do
well in college is to take those with high academic
rank in high school. Koslowsky and Locke (1986)
reported a way of classifying credit-card holders so
as to find persons among which a proportion much
greater than among all credit-card holders were likely
to buy insurance by mail. Mohandessi and Runkel
discovered in Illinois in 1958 that secondary schools
with higher mean scores on academic aptitude lay
farther from coal mines, on the average, than those
with lower. Such studies deliver information that can
be very useful for many social purposes, but they do
not enable us to test models of human functioning.
It is useful to college admissions officers, for example,
to know that academic rank in high school is the best
predictor (on average) of grades in college, but the
information tells us nothing about how students can
or do go about “getting” grades, about how they cope
with conflicting demands from parents and teachers,
or about any other sort of internal functioning.

I urge you to be critical when I mention correla-
tions between variables—correlations, that is, between
particular kinds of actions or between environmental
conditions and particular actions. When I mention
such a correlation, do I seem to think I am writing
as a social statistician or as a theoretical psychologist?
If the first, that iswhat I intend. Ifthe second, I will have
slipped up, and you would be right to rebuke me.

As I read books and articles on psychology, I find
most authors saying in so many words or clearly im-
plying that if they can predict behavior, they can then
control it. Thatis, they imply that the “independent”
or “predictor” variable will cause the action predicted
as the “dependent” variable. If you are dealing with

nonliving things, that faith in the connection between
prediction and control is usually justified; if you are
dealing with living things, it is a delusion.

REIFICATION

Josiah Royce (1913, p. 27) wrote:

The creator of the English speech is the English
people. Hence the English people is itself some

sort of mental unit with a mind of its own.

Josiah Royce (1855-1916) was a “noted metaphy-
sician,” a professor of philosophy at Harvard, an
author of many learned tomes—in short, a person
from whom I would expect careful thinking. Notice
my stereotypy. I just admitted that because Royce
belonged to the class of metaphysicians, the class of
professors, and the class of authors, I expected him to
exemplify my stereotype of such classes and turn out to
be, as an individual, a careful thinker. And now when
I discover that my stereotype has led me astray, I feel
the urge to complain—as if Mr. Royce has betrayed
me. But Mr. Royce demanded no opinion from me.
My opinion is my own doing, and it turned out to
be wrong because of my own unsubstantiated pre-
conceptions. I will say more about the pervasiveness
of stereotypy in a later chapter. Here I want only to
remind you that I am as susceptible to it as you, and
am sure [ will fall prey to it again before the end of this
book. But let me return to the English people.

How is it that English is being spoken? Each of
us learns to speak English by copying our parents
and others nearby in our infancy. We do not “create”
the language. The English we speak today has come
about through continuous modification over thou-
sands of years and through dozens of distinguishable
languages. Royce’s argument seems to have this form:
If we make use of something that has come to us from
earlier people, that is evidence that we who use it are
“some sort of mental unit with a mind of its own.”
By that reasoning, all the tenants of the Empire State
Building are some sort of unit with a mind of its own.
The people who drive on the nation’s highways are
possessed of a group mind of some sort. Everybody
who attends the University of Oregon. All the people
who buy hamburgers at McDonald’s. And even if
we limit ourselves to people who “create” something,
the argument is as silly. The people who built the
Empire State Building? The people who strung the

telegraph wires?



Part I Control of perception: Chapter 5 Beware how I write 57

Royce seems to have convinced himself that be-
cause he could conceive “the English people,” there
existed “some sort of unit.” Confusing a conception
in the mind with a tangible thing in the environment
is called reification.

During the 1700s in Europe, personification ran
riot. Poets wrote odes to gods and goddesses who
personified love, war, courage, history, art, cooking,
or anything you can name. Kings erected statues of
themselves personifying victory. And so on. Even
today, you can still see statues of justice on some of our
public buildings, and in New York harbor you can see
(on a clear day) the Statue of Liberty. Personification
is perhaps the ultimate reification. Reification and
stereotypy must be as old as language. Look out for
them, no matter who perpetrates them.

PATHETIC FALLACY
In Chapter 2, I protested against speaking of living

things in the same way we speak of nonliving things.
Now I will protest against the converse. We say that
this peg “doesnt want” to fit into this hole. Butitis the
person who perceives the lack of fit, not the peg. Ina
novel, I read, “the branches of a massive oak tree flailed
helplessly against the elements.” Trees can't lash their
branches, either helplessly or otherwise; the wind does it.
The writer John Ruskin, in 1856, called that kind of talk
the “pathetic fallacy,” (referring to “pathos,” the arousal
of emotion). That kind of writing is fine for novelists
and poets, but for scientists, it can be dangerous.

The novelist does not mislead us. Few of us expect
thata tree, on a calm day, will suddenly flail helplessly
atus. In science, however, the same kind of thinking
can indeed mislead us. Psychologists often say that
food has “reinforced” a response such as turning left
in a maze. But food is not a purposive creature, and
it has in itself no capability of influencing the rat.
Turning left after having found food down that alley
(when the rat is once again hungry) can be described
better as the rat choosing to go again to a place where
ithad found food. The food doesn’t make the choice;
the rat makes it. The food does not have the purpose
of getting rat and food together; the rat does.

It is easy to fall into the pathetic fallacy, especially
if we believe that things in the environment, by them-
selves, can cause us to do something. I can say, “That
book enraged me.” But the book didn’t do anything.
I was the one, not the book, who opened the cover.
Similarly, I, not the carrot cake at the GoodEats

Restaurant, have the purpose of putting myself at a
table on which the people at the GoodEats Restaurant
will put a piece of their carrot cake. I, not the carrot
cake, will draw me to it.

Scientific writers fall into the fallacy easily. One
often sees, “This experiment confirms. . .” instead of
“I interpret this experiment to confirm. . .”. Maybe
the author wants to convey to the reader that he wel-
comes no interpretation by any other human mind.

I suppose I will fall into writing, now and then,
as if experiments, assumptions, theories, or attitudes
can themselves do something. IfTdo, I hope you will
not follow my example.

SUMMARY
By the time this book is published, some of the books

I call “recent” may seem not very recent. Don’t let
that worry you. Change is slow in psychology. You
can see in these pages how sentences in books in the
early 1950s sound very much like sentences in books
from the middle and late 1990s. You can see how
certain underlying assumptions have stayed the same
ever since Wilhelm Wundt established the first psy-
chological research laboratory at Leipzig, Germany in
1879—the assumptions that causation is linear (as it s
with nonliving objects), that it is possible in principle
to predict and produce, arbitrarily, particular acts and
thus to control the behavior of others, and that there
exists one or more internal standards common in some
degree to all humans (or to some specifiable, large frac-
tion of humans) that can be discovered by predicting
how persons possessing a high degree of the standard
will act in certain situations. Several assumptions
about method have also held sway since early in the
1900s, despite the fact that they have not produced
reliable knowledge about how living creatures func-
tion. I will not complicate this chapter by describing
those assumptions here; I described them in my 1990
book, and I will touch upon them again later in this
book. Iwill, however, take space here to repeat once
more the assumptions underlying PCT. Perhaps you
will wish to COVER THE REST OF THIS PAGE
with your hand and see to what extent you can recall
the assumptions before you read them here.

1 Causation in the human neural net is circular and
simultaneous.

2 Action has the purpose of controlling perception.
Controlling perception produces repeatable con-
sequences by variable action.
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3 A controlled perception is controlled so as to
match an internal standard (reference signal).
Every internal standard is unique to the indi-
vidual, though two individuals can have very
similar standards.

4. Particular acts are not, in general, predictable.

Actually, I should not call the fourth statement another
assumption, since it is derivable logically from the first
three. But I assert No. 4 explicitly because it is such
a good, quick test of whether a theorist believes any
of the first three statements. When you encounter
someone (psychologist or not) claiming that an event
in the environment (perhaps an act by another person)
has caused or will cause a person to do a particular
thing, you know that the psychologist (or other sort)
does not believe the first three statements.

In Chapter 4 and in this chapter, I have given some
illustration of how various psychologists have seized
upon one or another feature of theory that is also part of
PCT. None, however, except W.T. Powers and his fol-
lowers, has adopted theory or experiment based on the
assumptions just above, consciously or unconsciously.
So far, only those investigators employing PCT have
succeeded in building working models of the living
creature. By the time you read this book, PCT will not
yet have displaced the older assumptions and theories
in the minds of a large fraction of psychologists. You
will still profit from watching for the older assumptions
in what you read here and elsewhere.

A NOTE ON ENGINEERING

In the paragraph above, I said that only investigators
employing PCT have built working models of the liv-
ing creature. There is a sense in which that is not true.
Mechanical and electrical engineers have built mecha-
nisms and electrical circuits that produce forces and
motions in machinery that control sensed quantities in
very much the same way a person does it. Sometime
in the late 1700s, James Watt invented the mechani-
cal “governor” to control the speed of steam engines.
The principles of organization in the governor were
analyzed mathematically by James Clerk Maxwell in
1868. In 1934, R.L. Hazen published his 7heory of
Servomechanisms. In the same year, H.S. Black pub-
lished his paper on “stabilized feedback amplifiers,”
setting forth the basic principles of negative feedback
systems and inspiring the systematic development

of control-system engineering. Nowadays, we have
complex electronic feedback controls in every auto-
mobile, in the rockets that “lock on” to a planet and
guide the rocket steadily toward it, and in a thousand
other applications. All those mechanical and electri-
cal control systems have been behaving like living
creatures in the sense that they have been controlling
inputs (perceptions) by the use of negative feedback
loops. The designers were not, however, trying to
understand living creatures. The connection between
control-systems engineering and living creatures was
first made in print, as far as I know, in 1948 in Norbert
Wiener's Cybernetics: Control and Communication in
the Animal and the Machine, but Wiener’s description
of the connection persuaded few readers.

Unfortunately, as Powers explained in his article in
1978 in the Psychological Review, Wiener and others
failed to get the functional components hooked up
in the way they are hooked up in living things. The
oversight was easy, because it lay in the conception
of motivation. In machines, the electrical engineer
supplies the goal; that is, the reference signal. Living
creatures supply their own. Powers illustrated how
upside-down some people managed to see things
with a quotation from the president of the Society
of Engineering Psychologists:

The servo-model, for example, about which there
was so much written only a decade ago, now ap-
pears to be headed toward its proper position as
a greatly oversimplified inadequate description of
certain restricted aspects of man’s behavior. . . .
Whenever anyone uses the word model, I replace it
with the word analogy (Chapanis, 1961, p. 126).

Despite disdain from many quarters, some of the
ideas of control theory continued to show up in
the psychological literature. In Chapter 4, I spent
the section headed “Other Appearances of Purpose”
commenting on a literature review by M.H. Appley,
in which he showed how widely those ideas had ap-
peared, especially after about 1940.

When, therefore, I said that only those inves-
tigators employing PCT have succeeded in building
working models of the living creature, I meant inves-
tigators who were trying to do such a thing. Electrical
engineers have built devices that use negative feedback
loops to control inputs, but they were not trying to
build models of living creatures. They did not know
they were pointing their machinery in the direction
of a new science of living things.
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o far, I have been offering you nothing but
words. The next chapter will urge you to
do something. Here I offer a brief review
of some things I have said so far.

The Requisites for action by a person are:

1 That the person be controlling some perceived
variable(s).

2 That the person find a feature of the environment
suitable for controlling the variable.

3 That the chosen act not disturb some other con-
trolled variable.

Physical laws are not sufficient to describe a person’s
behavior. The behavior hinges on the person’s pur-
poses. Living creatures counteract disturbances to
intended states; nonliving things do not. But we
often act toward other people as if they were non-
living objects.

Living creatures act upon their environments with
the purpose of controlling perceptual inputs; they
do so by means of negative feedback loops in the
neural net. Organisms amplify incoming energies;
nonliving things typically do not. Living things act
against entropy. Causation in the loop is circular and
simultaneous. To make a psychological theory that
can be tested with a working model, it is not enough
to have a good idea such as purpose or acting against
disturbances. It is necessary that the theory specify a
negative feedback loop with circular and simultaneous
causation having functions arranged so that percep-
tion can be controlled to match a reference signal
(internal standard).

Chapter 6 will describe some demonstrations you
can do with the help of a friend or two. Do them.
You will see perceptual control at work.

In Chapter 7, I will turn to actual modeling and
some further matters of theory.
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‘Do it yourself

and argument. It is time to give you relief

from stretching your imagination and let you
stretch something with your hands. I will describe a
few games you can play with a friend. I urge you to
do them. The games will give you some experience
with (a) consciously observing yourself controlling, and
(b) observing another person controlling. You will get
an understanding of the basic principles that words
alone cannot convey. My description here follows very
closely Powers's Chapter 5 in his 1998 book, even to
using many of his sentences (for which thanks).

[ have put before you a lot of pages of theory

THE RUBBER BANDS

Get two rubber bands just alike, three or four inches
long. Knot them as shown in Figure 6-1 by passing
one through the other and pulling them tight. You
will also want a table where you can sit across from
your friend or side by side. And you will need a mark
on the table between the
two of you. You could
put a mark on a piece of
paper and lay the paper
between you. Or use a
dent or mark already on
the table. (You can do this
exercise without a table,
buta table is comfortable.) Each person now hooksa
finger through an end of the rubber bands, stretching
them horizontally an inch or so above the paper. If
you sit side by side, use your outside hands to avoid
bumping into each other.

Designate one person as Experimenter and the
other as Controller. (Change roles from time to time
so that both people can see what's going on from both
viewpoints.)

@_/@

Figure 6-1.  The Rubber Bands

The task of the Controller (C) is simply to keep
the knot that joins the rubber bands exactly over the
mark. The internal standard that C must adopt to
perform this task is the relation between the knot
and the dot—namely, the knot holding directly over
the dot.

The Experimenter (E) uses E’s end of the rubber
bands to disturb the position of the knot. E can do
that by moving the finger forward or back, left or
right—in any horizontal direction (not up toward the
sky or down toward the earth). E should understand
that the object of this experiment is 70¢ to prevent C
from controlling the position of the knot. You cannot
keep the knot stationary (exercise control) if the other
player moves faster than your natural reaction time
can compensate. Move smoothly, not too fast. The
lessons to be learned will be much more obvious to
both of you if C is able to keep the knot always close to
the mark. Of course, after the basic observations are
made, E can try all sorts of things to see what control
looks like under difficult conditions. But especially at
first, we want to keep the
conditions easy by letting
C learn to get good con-
trol of the knot. E moves
the disturbing end of the
rubber bands around in
any kind of slow pattern,
while C concentrates
on keeping the knot accurately over the dot. A few
minutes’ practice should be enough.

You will notice very soon that every motion of E’s
finger is reflected exactly by a motion of C's finger.
When E pulls back, C pulls back. When E moves
inward, C moves inward. When E circles left, C
circles left. C must do that, of course, to keep the
knot stationary. Discounting small control errors, at
every moment C’s hand is exactly as far from the dot
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as E’s hand (if the rubber bands are identical). The
action illustrates very plainly the phenomenon of con-
trol—that we act in opposition to a disturbance.

If a third observer happened on this scene, what
would the first impression of these actions be? It
would be that C is mirroring the movements of
E symmetrically around the dot. It would not be
obvious which person is putting in the disturbances
and which one is counteracting them. Even if E
confessed to being the disturber, it would still not be
obvious that control is happening. Much more likely,
the third observer would see E doing things and C
reacting to them: stimulus and response. The third
observer would say that what E does causes the acts
of C. The third observer might not notice that the
knot stays over the dot.

This interpretation, based on a quick judgment,
would be reasonable. The third observer might
well lose interest at this point, and leave with the
impression that control theory is just the same old
stimulus-and-response idea that’s been around since
great-grandfather’s day. But a quick glance is not
enough to grasp that control is going on.

Remember the basic organization proposed by
PCT: perception, comparison of the perception
with an internal standard, detection of error, and
conversion of error into an action that affects the
perception. Cis perceiving the present position of the
knot relative to the dot. The perceived relationship is
compared with an internal standard—knot over dot.
The difference (the perceived horizontal distance of
the knot from the dot) is converted into an action
(a motion of C’s end of the rubber bands) that will
bring the perception of the knot-to-dot distance to the
distance required by the internal standard—zero.

How could we test whether the PCT model is
right, or whether the stimulus-response interpretation
isjustas good? According to PCT, what is being con-
trolled is a perception of the knot and dot. The stim-
ulus-response interpretation (in one form) says that C
is responding to movements of E’s hand. So the two
theories are actually claiming that C is responding to
different perceptions of the situation, and we ought
to be able to decide which claim is right.

An easy test would be to get a piece of cardboard
and use it to keep C from seeing first E’s hand, and
then the position of the knot. If C has been re-
sponding to movements of E’s hand, then blocking
the view of E’s hand while still allowing the knot to
be seen should greatly modify C’s behavior. On the

other hand, if C s perceiving the relationship of knot
to dot, blocking the view of E’s hand should have no
effect on C’s actions, while blocking the view of the
knot and dot should make control much worse, if not
destroy it. If you want to be sure what would happen,
you can get a piece of cardboard and actually do those
two things, though it would be easier simply to ask
C, “Are you watching E’s hand or the knot?” C will
deny paying attention to E’s hand.

Doing this test more formally, using instru-
mentation and computers, shows that control of
the knot-to-dot distance depends critically on the
controller’s being able to see the knot and the dot,
and not at all on the ability to see the cause of dis-
turbances of the knot. I will show several examples
of this fact, demonstrated by the use of computers,
in the next chapter. Recognition of this fact is one
of the crucial differences between PCT and other
psychological theories. Other theories try to explain
how it comes about that people perform particular
acts—such as moving the end of a rubber band in a
particular direction. PCT tries to explain how it can
come about that people maintain a particular percep-
tion—such as the relation between a knot and a dot.
Recognizing the fact makes a huge difference in the
success of the explanation.

As well as using a piece of cardboard to hide the
knot, there is another way to test for control. The idea
here is simply to find out whether the knot is doing
what it would be doing under solely physical effects.
Let C, for a moment, hold C’s end of the rubber bands
stationary. Let E start with the rubber bands almost
slack, and then pull directly away from the dot by
about six inches. Watch the knot. The knot will move
half as far as E’s end of the rubber bands moves. This
shows us the effect on the knot that E’s disturbance has
when C does nothing. E could figure this out without
any help from Catall. E wouldn’t need C’s finger to
hold one end of the rubber bands in place. C could
go to lunch, and E could use a dowel in the table to
hold C’s end in one position, and E could watch the
knot move half as far as E’s finger moved.

But with C's finger hooked into a rubber band and
with C acting to control the position of the knot, E
can now apply exactly the same disturbance as before
and observe what the knot does. Now, of course,
pulling back by a calibrated amount will have essen-
tially no effect on the position of the knot. The knot
will move only a tiny fraction of the amount that it
moved when there was no control system attached



to the other end. This failure of the disturbance to
have the physically predicted effect is a strong clue
that there is a control system acting. It is not infal-
lible as a proof that control exists, because you still
have to rule out simpler explanations for the lack
of effect, but it is infallible in the other direction.
If the amount of movement of the knot is exactly
what you would predict under the assumption that
there is no control system, then you have ruled out
the existence of a control system. This test can elim-
inate wrong guesses very quickly, which is almost as
helpful as being told what the right guess would be.
Indeed, these two tests—cutting off C’s sight of the
knot and cutting off C’s control of the knot—are
essential parts of the procedure known in PCT lore
as The Test for the Controlled Quantity, which is the
core of experimental method in PCT. You can see
that this method is eminently suitable to examining
control on the part of an individual. Iwill say more
about The Test in Chapter 7.

I have mentioned in earlier chapters that PCT
includes multiple levels of feedback loops, though
I have not yet explained much about that. We can,
however, illustrate two levels of control with the
rubber-band game. To do so, let C make the knot
move very slowly and uniformly around the dot in
a circle, with a radius of about one inch. The knot
should take at least ten seconds to go once around
the circle. E, of course, continues to move the other
end of the rubber bands in big, smooth, slow, random
patterns. If E sees that C is having trouble, E should
slow down the disturbances. We want to see the
controller succeeding, not failing.

Obviously, the internal standard is no longer “knot
on dot.” Perhaps, as many theoreticians in this field
have done, you unconsciously assumed that the dot
was specifying the internal standard—that the knot
was the controlled perception, and it was brought
to the standard set by the dot. Now, however, we
can see that the controlled variable was really the
relationship between the knot and the dot. Now
the knot is being maintained in an ever-changing
relationship to the dot. And if you still think the dot
is not simply part of the controlled perception, we
can let E choose to move the piece of paper as well
as the rubber band—the two simultaneously. C is
controlling a relationship between two perceptions,
one of the dot and the other of the knot, and keeping
this relationship in a match with an internal standard
that now involves continuous motion.
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If you are only reading this description, this
won't be obvious, but if you are actually doing the
experiment, you will realize that the experimenter,
all this time, has been moving the disturbing end of
the rubber bands around in big continuous patterns.
You may have been thinking that to make the knot
move in a circle, C has to make the hand holding the
rubber band move around in a circle—Dbigger than
the knot’s circle, but a circle. Actually, if C were to
hold a marking pen through the loop in the rubber
band so as to leave a record of hand movements on
the paper (this is worth trying), the trace would show
not circular movements but a random mess.

In the movements of the knot relative to the
dot, we are seeing the internal standard that C has
chosen. The internal standard determines what the
controlled perception will do. But in the movements
of C’s hand, we see a composite of the effect of the
internal standard and the even larger effect of the dis-
turbances. The hand movements correspond neither
to the internal standard nor to the disturbance; they
represent what has to be done to maintain control as
the disturbance changes.

Let C now stop the motion of the knot at a point
one inch to the left of the dot while E continues to
apply disturbances. Now we are back to the original
case where C’s hand movements are symmetrical with
those of E—but C is now maintaining the knot in a
different and now stationary relationship to the dot.
The control process is just like the first one, but with
a different internal standard. We can call this one
level of control.

The second level of control is the one that perceives
continuous change. When the internal standard for
this kind of change is the perceptual equivalent of
“one revolution every 10 seconds,” the knot moves
in a circle because the internal standard for knot posi-
tion is being changed so as to maintain that perceived
circular movement. The first level of control, which
is concerned with maintaining a particular, relative
position of the knot and dot, is being used as the
output of the second level of control, which is being
used to maintain a perception of circular movement.
The position control system is being used as part of
a motion or trajectory control system. C could use
a different trajectory control system, and make the
knot write Cs name. Many different higher-level
control processes could be carried out using this
same position-control system (although not at the
same time).
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Many more variations are possible, involving
various internal standards, simultaneous control of
more than one perception, more than two people,
and multiple rubber bands. They are fun to explore.
You can also do these experiments against paper on
an easel, so that an audience can watch. Here, I will
describe two further uses of the rubber bands.

Two Controllers

This is a demonstration of conflict. On the piece of
paper, add a second dot about % inch to one side of
the dot that’s already there. Now E disappears and
becomes another controller, C2; we have Ci and
C2 controlling the same knot. The experiment is
simple. Cj aims to hold the knot exactly over the
old dot, and C aims to hold it exactly over the new
dot. Their internal standards differ by 1/4 inch.
If both controllers insist on keeping the knot over
the “right” dot, there’s only one possible outcome.
A rubber band will break.

This seemingly innocent situation exemplifies the
most serious problem that can arise between control
systems, whether they are in different people or inside
one person—conflict. PCT explains how conflict
works and how it can cause immense difficuldes;
I will return to this topic in later chapters, especially

9,23, 28,29 and 33.

Four Controllers

This game can demonstrate cooperation, too. Neither
paper nor pencil is needed. It is convenient to do it
standing. Get eight rubber bands. Connect four of
them in a circle, and attach the other four to the four
knots. Find four obliging people. Ask each to take
hold of one of the four rubber bands attached at the
knots. Tell them, “Make a square” (of the first four
bands). They will quickly do so, without needing to
talk about it. Think for a moment about all the ways
that the other three people can disturb the corner that
is held by any one person. Despite the fact that any
motion by one person will to some extent disturb
the positions of all the other corners, the four people,
without consultation, will somehow move into posi-
tions that result in a reasonably accurate square!
You can try various experiments with this layout.
You can have someone give instructions about how
to go about making the square. Will that square be
made faster or better? You might have one group of
four do it as described in the previous paragraph and

another group (who have not watched the first group)
do it after discussing the task and agreeing on how
to do it. How would the performances differ? You
might hook two rubber bands at each of the joints and
use eight people. What would the additional people
do? You can think of more variations.

Try to imagine for a moment all the sorts of little
motions the four people around the rubber-band
circle might make while bringing the bands into a
square. Many people who design artificial intelligence
for robots believe that a robot (or a person) cannot act
without having inside itself, before it acts, a detailed
“map” of the environment in which it is going to
act. Can you imagine each of the people with the
rubber bands trying to anticipate what each of the
other three might do next? Each small motion by any
person changes the environment for the other three,
and all do that simultaneously and continually. Any
map would become out of date the moment that
anyone made any motion whatever. Yet people do
this task of squaring the rubber bands with very little
difficulty. I will say more about the idea of making
an internal map in Chapter 24 under the heading
“Model-Based Control.” And I will say more about
trying to anticipate specific future acts in Chapter
36 on planning,

You can find other descriptions of the game
in Powers (1973, pp. 235-236 and 241-244),
in Robertson and Powers (1990, Chapter 4), in
Runkel (1990, pp. 105-108), and in Cziko (2000,
pp- 87-89).

THE COIN GAME

Get four coins, a flat surface (a table-top or a patch
of sand at the beach), and a friend. The four play-
ing-pieces need not, actually, be coins. They could
be checkers, or chess pieces, or little shells. They can
be alike or different, as you choose. Charles Tucker,
who teaches PCT at the University of South Carolina,
prefers to use paper disks or poker chips, all alike. But
here I'll suppose you will be using coins. As before,
let one person be the Experimenter and the other the
Controller. Let C arrange the coins on the table in
any pattern C chooses. C might choose to have all
the coins in a straight line. (That would be pretty easy
for E to discern.) C might choose to have three of the
coins in a cluster while leaving one isolated. Or C
might choose to have the imaginary line joining one



pair of coins always crossing through the imaginary
line joining the other pair. You can think of a dozen
other patterns, some obvious, some subtle.

The task of E is to discover, without any discussion
abour it, the pattern (internal standard) that C is
exemplifying in the way C has laid out the coins.
C should write down a description or definition of
the pattern the coins are exemplifying. Now E can
begin probing to discover C’s pattern. E pushes a
coin (or more than one) to a new position. If the
result changes the pattern away from C’s internal
standard for the pattern, C must correct the error—that
is, push the coin back to its previous position or to
some position that corrects the error. If E’s push of
the coin does not take the pattern away from C’s
internal standard, C can merely wait or can say,
“No error.” (“No error” means “You have not
caused me to feel that the pattern is now in error.”)
This process continues until E becomes certain of be-
ing able to make three moves that will bring corrective
moves from C and three moves that will bring only a
“no error” response. If C corroborates E’s certainty,
E and C compare their definitions.

Typically, E will begin the game feeling reasonably
confident of eliciting a correction from C, and will
be surprised when C says, “No error.” Playing this
game, it becomes very obvious how easy it is to think
up explanations of “what Cis doing” and how easy it
is to be wrong about it. The game demonstrates, too,
the relation between doing and talking. The three
correction-eliciting moves and the three “no error”
moves demonstrate that E can now do what C was
doing, but E’s oral description of the pattern may
not sound very much like what C wrote down at the
beginning of the game. C might have written down
“Large to small,” and E might have called it “a string
of drops of water.” An observer might say, “You are
doing the same thing; I don't care what you call it.”
Or, after the three correcting moves and the three “no
error” moves, E might say, “You were making a Z.”
And C might say, “No, itwasan N.” And an observer
might say, “I thought it was a zig-zag.”

Playing this game as E, you come not rarely to
the point where you are sure of the pattern the other
person has been controlling only to discover that the
pattern was something very different. You might have
settled on a geometric pattern when C was actually
keeping the coins in order by date, or by size, or al-
phabetically by name: dime, nickel, penny, quarter.
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This procedure, which is a variant of The Test for
the Controlled Quantity, can make it easy for you to
understand what it means to say, “You cannot tell
what people are doing just by watching what they are
doing.” But I will phrase that more transparently:
You cannot guess very accurately what people’s pur-
poses are just by watching their actions. That sounds
reasonable, but most of us most of the time, I think,
are too ready to believe we can descry the purposes
of others. The coin game will help you to look at
your own belief.

In psychological experimenting, as in other
domains of social life, the pitfalls of language leave
us very uncertain whether we have arrived at the
condition we sought or have gathered the facts we
envisioned. I devoted Chapter 6 of my 1990 book
to the weakness of language, and in Chapter 11
there I told about some researches that were carried
through with a minimum of language. The Test for
the Controlled Quantity can often be carried out with
no talking (or writing) at all; the coin game, after you
have agreed with the other person on the procedure,
can be played that way—silently. Saying “no error”
speeds the game, but it is not necessary; you can just
say nothing and let E conclude that your perception
of the pattern is not disturbed, because you have not
pushed a coin. You can see that The Test is not limited
to humans; it can be used with any sort of creature.

When you play the coin game, remember that you
are using it to see how control on the part of another
person can be discerned. If you are playing the part
of C, you want to see how E can discover the pattern
you have in mind. Sometimes, maybe out of habit
with games, a player seems to want to “win” the game
by choosing a pattern that will be impossible for E
to guess. If' you do that, you will lose your chance to
learn about control.

Do actually try these games. They yield insights
you will never get by trying to imagine what the
words here mean. The games will help you to dis-
cern control and non-control in everyday life. It is
fun, too, to make up your own variations of these
games. If rubber bands or coins seem beneath your
dignity, remember that Galileo Galilei (1564—1642)
discovered the shape of gravity by rolling little balls
down a slanted piece of wood.

Still another thing you can do without having a
laboratory or a budget is to run tutorials, demonstra-
tions and simulations on your computer.
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The publisher’s website
http://www.livingcontrolsystems.com,.

features DOS and Windows programs, introductory
explanations and articles as well as links to other re-
sources that illustrate PCT in various ways. Be sure
to check the section on Perceptual Control Theory
(PCT).

Richard Marken’s demonstrations of several
features of PCT at http://www.mindreadings.com/
demos.htm are programmed in Java and can be run
using a browser on any kind of computer.

And you can get a DVD video and script entitled
“Rubber-Band Demonstration” by Dag Forssell
(1993), based on an outline by William T. Powers.
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Some foundations

describe some research that has been done

to test whether behavior as described by
PCT—that is, the control of perception—can actu-
ally bring about the consequences that humans do
bring about. In this chapter, I will describe some
studies that demonstrate phenomena important to
the theory. I begin by demonstrating that one cannot
be sure of discerning the goal a person is pursuing in
the acts you see the person performing. In Chapter
6, I invited you to demonstrate this to yourself and
a friend by using the coin game. Here you will see
another kind of demonstration.

[ n this chapter and the two following, I will

WHAT IS THE PERSON DOING?

According to PCT, every act is a step toward a further
goal; the act itself can never be a final purpose. The fi-
nal purpose is always a perception. I put my foot for-
ward not because the stepping brings a consummate
satisfaction, but because the step enables me, now, to
perceive myself shaking the hand of my friend, or to
perceive myself conforming to the command of my
lieutenant, or to perceive myself closer to the dinner
table. Or perhaps I am recovering from a broken leg,
and I am testing whether I can yet take a step with
my healing leg. Still it is not the movement of the
leg itself that is the goal, but the sensation that the
movement brings, such as the absence of pain. When
I smell the rose, it is not the rush of air into my lungs
that I seek, but the sensation of the rose’s perfume as
the air passes through my nose. People initiate acts
and guide the progress of their actions, but only to
control the perceptual consequences that result.

It is not always easy for an observer to divine the
further purpose an act is satistying. It is true that the
immediate purpose of a person—what the person is

trying to do just now—is often obvious. Examples are
a person swinging a club at a golf ball, putting a coin
in a turnstile, or putting an air hose to the valve of a
tire. But the further purposes remain uncertain. Why
does the person want to play golf? Why does she want
to take the subway instead of a taxi? Where does he
want to go in his automobile? We learn early not to
jump to conclusions about the further consequences
people are intending as they act—though of course
we differ from one another in our alertness to possible
purposes. PCT makes it obvious that all of us, no
matter how observant or intelligent, must recessarily
find difficulty every day or even every hour in guessing
what people are trying to do—what perceptions they
are trying to hold steady by their actions. The pos-
sibilities simply become too numerous. I explained
the sources of possible actions in the section headed
“Requisites for a Particular Act” in Chapter 1. (You
may remember, by the way, that J. B. Watson urged
us to ignore most of these possibilities.)

William Powers contrived the following dem-
onstration of how easily we can be fooled by what
someone seems at first glance to be doing. All
experiments designed according to control theory
exhibit the fact of control, but this demonstration is
especially dramatic in showing that people control the
perceptual consequences of their acts. Powers presented
this demonstration at the meeting of the American
Society for Cybernetics in St. Gallen, Switzerland, in
March of 1987. An updated version of this program
is available at www.livingcontrolsystems.com among
the Tutorial and Simulation programs. Look for

Square Circle.

Procedure

The participant sits before a computer screen with a
hand on a joystick. A joystick is a small lever poised
vertically and moored at the bottom by a ball joint.
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The top end can move in any direction. When the
joystick is moved this way and that in this demon-
stration, a dot on the right of the screen mirrors the
motion, since the computer is programmed so that
the connection between the top end of the joystick
and the position of the dot on the screen is direct and
proportional. One unit of motion of the joystick
produces one unit of movement of the dot on the
screen and in a corresponding direction.

The screen also shows a dot at the left side. When
the top end of the joystick describes a circle, the left
dot follows the motion directly, just as the right dot
does. But when the joystick moves radially, either
inward toward the circle’s center or outward away
from the center, something else happens. Actually,
a “home” circle is specified by the program in the
computer. The speed of radial movement of the left
dot changes according to where the joystick (and the
right dot, too) lies in relation to the home circle. For
radial motion, the link between the motion of the
joystick and the left dot is not proportional (linear),
but accelerated. When the joystick (or the right dot)
lies on the home circle, the left dot does not move
radially. But when the joystick lies away from the
circle (either inside or outside), the distance of the
joystick or right dot from the home circle specifies
the rate of radial motion of the left dot. The farther
the joystick lies from the home circle, the faster the
left dot will move radially.

The right dot provides a direct record of the move-
ments of the joystick. But between the joystick and
the left dot, the relation itself shifts as the position
of the joystick changes either toward or away from
the home circle.

The participant is asked to draw a figure with
the /eft dot. The experimenter does not tell the
participant the nature of the connections between
the joystick and the dots. The experimenter tells the
participant only to draw whatever figure the subject
wishes with the left-hand dot. The participant must
then move the joystick in whatever manner necessary
to produce the figure the subject has chosen.

Now, in the next few sections, I am going to talk
about this demonstration as if it is an investigation
of what people can do and how they can do it. I will
be talking about what we can learn from this demon-
stration—as if it is an experiment. Accordingly, I will
here and there compare the PCT point of view with
the traditional point of view you find in most books
and articles about psychological research.

Results

Figure 7—1 shows what one participant did. On the
left, we see that the participant chose to draw two
squares and a triangle. On the right, we see the direct
record of the movements the participant made with
the joystick to produce the figures at the left.

The experiment demonstrates dramatically the
fact that the participant was controlling his percep-
tions of the movements of the left dot. He moved the
joystick in whatever way necessary to enable himself
to perceive that the dot was describing the figures he
wanted to see it describe. If you were watching only
the participant’s hand or only the right side of the
screen, you wouldn’t have a clue to the geometry the
participant had in mind.

Al o

Figure 7-1.



In our ordinary way of thinking about purposive
action, we would expect the right-hand trace to give
us some clue to what the subject was “doing.” If, for
example, a supervisor had told a worker sitting at this
screen to draw a square, we would not be surprised
if, watching only the right-hand trace, the supervisor
were soon to say, “Hey, I thought I told you to draw
asquare!” Here, however, as in a good many ordinary
situations, we see no clue to the person’s intention in
the detailed acts of his hand. In every case, no matter
what figure the participant chooses to draw, we see
the participant’s hand moving, with some seeming
inaccuracies, around an apparent circle. Except in
those cases where the participant actually does choose
to draw a circle, we would always guess wrong about
what the participant is doing,

And we would be wrong, too, about the “inac-
curacies.” The small deviations from the circle at the
right side of the screen look like errors, but they are
not. They are in fact the small, necessary, purposeful
movements by which the subject moves the left dot
in the pattern he wants to see. The right side of the
screen shows the person’s 7z0ves, but the left side shows
the person’s intended results.

Assumptions

We take for granted, of course, the fact of control of
perception. If the person could not see (perceive) the
left side of the screen, the person could have no way of
knowing how much or in what direction the dot was
moving; he could draw a figure only in imagination.
If the participant were blindfolded, given a pencil, and
asked to draw a square on paper, he could do a fair job
of it because of the direct connection between the sensed
hand-motion and the line on the paper. But with the
complicated connection Powers built between the hand
of the participant and the cursor movement, no viv-
idness of imagination would be sufhicient for success.
The experiment assumes that #// humans act
this way. Can you imagine, once the person accepts
the task, that any physically normal person would
perform differently? You don't need to count pro-
portions of people who behave as predicted or test
for statistical significance. You don’t need to run a
“control group.” Would it help us to understand this
demonstration if we were to ask a participant to do
the task blindfolded? No, it would not. We did not
enter the experiment, as a traditional methodologist
might have done, with the hypothesis that, on the
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average, participants with uncovered eyes would do
better at drawing a figure than blindfolded partici-
pants. Our hypothesis was that every participant
with uncovered eyes would succeed at drawing the
figure despite the unrevealing pattern described by
the participant’s hand.

The experimenter does not need to wonder
whether the participant understood the instructions.
Once the participant produces a figure with the left
dot, it doesnt matter whether the participantactually
heard the experimenter talking or just happened to
feel an urge at that moment to draw a figure.

An important assumption is that we can learn how
behavior is managed only if we track it on the same
time scale that it actually occurs. Suppose someone
had given the instruction, had then walked out of the
room, had kept no record of the participants hand
movements, and had come back later to find a square
showing on the screen. That observer would naturally
suppose that the participant’s hand had moved in a
square to produce the square on the screen, and it
would be easy to conclude that the instruction had
set in motion a square-drawing routine for the hand
to carry out. But the moment-to-moment record
made by the computer tells a different story.

What’s Remarkable?

I think this demonstration shows with remarkable
clarity the fact that people control their perceptions.
Furthermore, the experiment shows the hierarchy
in the neural net. The internal standard for the
intended figure is necessary to set the standards for
directions and amounts of hand movement, but the
reverse is not true. Our ability to move our hands in
various directions and amounts does not tell us what
figures to draw. In other words, at one level there is
control of the consequences of muscle contractions
(speed, direction, and duration of movements of the
hand) and at a higher level there is control of the
consequences of those movements (production of the
intended figure). I will say more about the hierarchy
in Chapter 18.

The demonstration shows plainly how appear-
ances can deceive us: (1) how we can go wrong by
focusing on acts (the right side of the screen) instead
of purposes (the left side) and (2) how we can go
wrong if we take the line through the middle of the
dots (in this case the home circle amid the dots at
the right) as the real thing and call the deviations

. <« »
from it “error.
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CHEMOTAXIS
I said in Chapter 3 that the negative feedback loop is

always on—that the organism continuously monitors
the status of the controlled variable, though action
may be intermittent, taken as the opportunity arises.
I have also said that a hierarchy of millions of those
loops can enable an organism to do marvelous things.
Here I want to show how that continuous monitoring
and that kind of loop can do marvelous things even
in a tiny hierarchy in a microscopic creature.

R.S. Marken read a book by D.E. Koshland (1980)
about the behavior of the bacterium Escherichia cols,
which lives in the intestines of various mammals and
swims this way and that to find denser concentrations
of nourishment. Marken was struck by the difh-
culty this behavior posed for reinforcement theory,
but here I will set that question aside; I want only to
use Marken’s experiment to show how powerful the
negative feedback loop can be in enabling even the
simplest creatures capable only of the simplest of acts
to maintain a purposeful progress. The E. coli moves
through chemical gradients by wiggling its cilia—the
hair-like appendages extending outward from the cell
wall. It moves in one direction by coordinated move-
ments of the cilia—Dby rowing movements, if you like.
When it wants to change direction, however, it has no
way to coordinate its ciliary movements to produce a
particular new direction. It can only flail randomly
with its cilia and produce thereby a random change
in direction of movement. Marken (1985) and later
Marken and Powers (1989) carried out experiments
in which a human participant was limited to the same
capabilities as E. coli.

Procedure and Results

In Marken’s 1985 experiment, he showed participants
a computer screen on which were to be seen three
little squares and a small dot serving as a cursor. The
squares stayed put, but the cursor moved constantly,
without any signal from the participant to do so. The
participant could alter the direction of the movement
of the cursor by pushing the space bar on the key-
board. The new direction of the cursor was wholly
unpredictable; it was selected randomly by a program
in the computer. Participants were asked to choose
one of the targets and keep the cursor near it by push-
ing the space bar at moments of their own choosing.
All participants were able to do that. Participants
succeeded at the task by letting the cursor continue as

it was when it was moving toward the chosen square
and by pushing the space bar when they saw the cur-
sor moving away from the square.

That is just the way the bacterium called E. coli
proceeds. When the nourishment in the surrounding
fluid is sufficient or increasing, E. coli swims straight
ahead. When the nourishment decreases, E. col
reverses some of its cilia, causing itself to tumble
randomly for a moment, and then proceeds as be-
fore, but now on a new and random direction. This
method of navigating is surprisingly effective; E. coli
spends much less of its time tumbling and swimming
the wrong way than the right way. Marken’s humans
operating the space bar performed with similar ef-
fectiveness.

Marken and Powers (1989) built a model to be-
have like E. coli and reported the experiments they
carried out to test the model. I will not repeat those
reports here, but I will show a couple of their figures
to give you the flavor of the performances of their
participants.

el

Start Target

Figure 7-2.
Typical behavior of spot produced by a person
Start
N
Target
Figure 7-3.
Typical behavior of spot produced
by a control-system model

Note:

For a demo you run in your browser, see http://www.
mindreadings.com/ControlDemo/Select.html.

For your PC, see Tutorial and Simulation programs
at the publisher’s website. Look for E Coli.



Figure 7-2 shows the way one of the human par-
ticipants succeeded in controlling the perceived
proximity of the cursor to the target, and Figure 7-3
shows the success of the model in doing so. You
can see in those figures how rapidly the method of
random-change-of-direction brings the cursor to the
neighborhood of the target and how well it then keeps
the cursor close to the target and repeatedly on it.
Marken and Powers (1989, p. 93-94) say:

By adjusting parameters, we have been able to
make this process as much as 70% as efficient as
a straight-line motion to the target, in terms of
average velocity in the right direction. . . . Noth-
ing seems to faze it. ... This mode of action
presumes little about the properties of the world
surrounding it. Where a systematically behaving
organism depends on the world’s maintaining its
properties reasonably constant, this randomly act-
ing system can work even under radical changes of
conditions. . . . The method [of £. co/i] is the only
feasible way for an organism to maintain control
over important effects on itself when its envi-
ronment is totally beyond its comprehension.

Assumptions

This demonstration requires some of the assump-
tions made in the previous demonstration, and I
won't repeat them. Another assumption clear in
this demonstration, however, is that planning is not
necessary for the successful pursuit of a goal. Many
psychologists and researchers in artificial intelligence
believe that a living creature can act only by first mak-
ing an internal map or some sort of representation of
the external world, then figuring out a successful path
through that map, and then act by moving as if it were
moving through that map. 1f Marken or Powers had
believed that, it would never have occurred to them
to design this demonstration. Obviously, the bacte-
rium makes no map. It simply senses the gradient
of nourishment—the change of concentration—and
compares this sensed signal with an internal standard
such as “not lessening.” If the gradient is indeed not
lessening, E. coli proceeds as before; if it is lessening,
E. coli tumbles randomly. (Marken and Powers
explain this in more technical detail in their 1989
article.) The model built by Marken and Powers
works in the same way, without a plan, and the hu-
man participants perform exactly like the model.
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What’s Remarkable?

Escherichia coli does have some organization of sensory
and motor functions, primitive though it may be. It
has some sort of memory, brief though it may be; it
can say to itself, so to speak, “A moment ago the food
concentration was that; now it is this.” It compares
those sensings to an internal standard, and it tumbles
or not according to its error signal. What a marvel.
The poor thing has no neurons; all those vital, delicate
functions must operate chemically.

The main lesson I hope you will see in this ex-
periment is that a living creature can be very effective
even with very simple, primitive internal functions
and the simplest of on-off external actions when they
are built upon the negative feedback loop operating
continuously. Critics of PCT sometimes complain
that the negative feedback loop is “too simple” to
explain the complicated behavior of living creatures,
especially humans. In saying that, they neglect three
ideas: (1) the complications possible when millions
of loops are put together, (2) the subtle and muld-
farious patterning that is possible when the loops are
organized hierarchically, as Powers postulates, and (3)
the astonishing effectiveness (shown in this demon-
stration) of even the most simple and primitive loop
organization. I will write again about this process of
seeking randomly for the right direction (so to speak)
in Chapter 20, where I describe the restorative process
that Powers calls “reorganization.”

INTENTION

You will remember from the first pages of Chapter
4 that J. B. Watson urged us in 1912 and again in
1929 to sweep aside all “medieval conceptions” such
as purpose and note only “what the organism does or
says.” And if the person observed were to say some-
thing about purpose, Watson would urge us to ignore
those remarks, because we could never know whether
such a thing as purpose, such a medieval conception,
could actually exist. Many other psychologists, while
wanting to grant purpose to living creatures (perhaps
especially to humans), have claimed that we can have
no inkling of anyone’s purpose or intention from
direct observation, but must fall back on what the
person tells us.

If, however, there is a central postulate of PCT, it
is that we act to counteract events in the environment
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that would cause something to be the way we do not
want it to be—events that would, if we did not act,
push some quantity away from the internal standard
we have set for it. When you see something in the
environment that is not in a place where inanimate
forces would have left it, you know that purposeful
acts have occurred. When you see a steep mound
of earth with nothing growing on it, with holes in it
here and there where ants go in and out, and having a
kind of shape you would never expect from geological
forces, you conclude that those ants have been acting
with purpose. When you see a field of wheat with
very few other kinds of plants growing in its midst,
the “unnatural” pattern tells you that a farmer has
been purposefully at work.

When you see letters of an alphabet on paper not
scattered randomly, but arranged in ordered rows, you
know that a purposeful writer has been busy. When
you watch the Escherichia coli making its random
changes of direction, but note that it moves through
its environment 7ot randomly, you know that the tiny
creature is moving with purpose. Purpose, whatever it
may seek in detail, always works to maintain a perceived
quantity against disturbances from the environment.
This logic, to look for a feature of the environment
that does 720¢ change when you would ordinarily expect
events in the environment to change it, is the core logic
in the Test for the Controlled Quantity, which I will
explain in more detail later in this chapter. The Test
provides the core logic for experimentation with PCT,
as you will see as we go along.

(By the way, you will remember that in Chapter
5 I warned you to beware how I write. In the para-
graph above, I wrote, “Purpose, whatever it may seek
in detail, always works . ...” I hope you raised an
eyebrow at that sentence. Purpose is only an idea in
our heads; it is not a live thing that can b something.
There does not exist a thing called “purpose” that can
“work” in some way. Our brains can work. Purpose
can’t seek; people seek. That sentence I wrote is not
scientific. But I left it in because I dont want to be
scientific 2/ the time; I think my prose needs attention
to esthetics now and then.)

Though we cannot look inside a person’s ner-
vous system and announce, “This fellow is looking
for some banana-cream pie,” we can come close,
sometimes very close, to describing the variable the
person is controlling by using The Test. It is true
that sometimes The Test requires a good many trials
to eliminate variables we thought might have been

controlled but turn out not to be so, just as the Coin
Game (in Chapter 6) requires a series of guesses).
By using a simplified environment in a computer,
however, we can rather easily demonstrate how to use
The Test to divine the controlled quantity. Richard
S. Marken (1982) did that, indeed, in the demon-

stration I will now describe.

Procedure

The participant sat at a video monitor on which two
vertical lines were displayed as in Figure 7—4. The
participant was asked to choose one of the lines, the
upper or the lower, and move it back and forth across
the screen by pressing the left and right arrow-keys.
The lines did not move, however, in direct linear re-
lation to key presses. The computer was programmed
to insert slow random disturbances between the key
and the lines. Furthermore, pressing either key caused
both lines to move, though at different rates. Pressing
the left-arrow key, for example, caused boz4 lines to
move to the left, but at randomly different rates.

Figure 7-4. Video display.

It was impossible to tell the line the participant had
chosen by watching the screen. The participant was
not told to maintain any regular pattern, but was free
to change direction and speed at will. Nevertheless,
if the participant was following directions, the move-
ment of one line was by intent, and the movement
of the other was an irrelevant side-effect.

The crux of the experiment is the fact that the
participant must, indeed, act to control a perception
and therefore to act against disturbances. If the
participant were to do nothing—to touch neither
arrow-key—then of course the chosen line would
follow exactly the random movements programmed
forit. The correlation over moments in time between
the programmed disturbance and the position of
the line on the screen would then be 1.0, since there
would be no other effect on the line. But as soon as
the participant acts to move one of the lines, then
that line will move according to the sum of the ef-
fects of the randomization and the key presses. And
to make the line go where the participant wants it



to go, the participant must of course coun-
teract the effects of the random disturbances.
Since a randomly moving point must deviate
randomly from almost any regular pattern
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Table 7-1. Correlations between disturbances and positions of
upper and lower lines. “U” and “L” tell whether the participant
reported intending to move the upper or lower line.

of points, the participant’s counteractions to Participant RM Participant LH
produce a regular pattern of movement of the . Intr?nded O.t her Intf‘:nded Other
line will produce positions of the line on the Trial line line line line
screen that have a correlation close to zero with 1 06 L 40 12U 22
the programmed random positions. 2 —04U 31 —03L 43

(If you are unacquainted with the idea 3 ~13L 37 ~16L 37

f lation, it will be good enough at this 4 —02U 28 06 L 14

of orferatio, 8 5 5 —04U 40 09U 26
point if you just take it to mean connected or S : 09 U : ‘ ' 4
going along with, where 1.0 means as tightly 0 31 25 L 40
connected as a connection can get, zero means 7 —07L 34 25U 28
no connection at all, and —1.0 means fully 8 —02L 32 03 L .38
connected in the other direction. In Chapter ) —04U 46 23 U -36
26, under “Correlations,” I will say more about 10 —11L Al 06U -
the technicalities of correlations.) Means -.05 .36 .09 34

Marken’s prediction was that the par- _13 +.08 _16 +.14
ticipant would succeed very well in control- Range o . o to
ling the movement of the chosen line despite +.06 +.46 +25 +.57
the random disturbances, with the result that R 65T 8

the correlation between the positions of the
line and the random disturbance would be
very much less than 1.0. But the key press-
ing by the participant would have much less
effect on the other line, since the participant would
let it go wherever it went without trying to prevent
it. Marken predicted that the correlation between
the random disturbances and the other line would
always be higher than that between the disturbances
and the chosen line.

Results

Marken ran two participants, each in ten “trials”
of one minute each. The correlations between line
positions and disturbances are shown in Table 7-1.

Before each trial, participants wrote down the line
they intended to move. The lines are indicated in
the table by “U” for the upper line and “L” for the
lower. You can tell the line the participant intended
to move by comparing the correlations. As Marken
predicted, the average of the differences in correlation
was large, though two of those for participant LH
were small—a difference of only .08 (that s, .14—.06)
in trial 4 and of .03 (.28-.25) in trial 7. The largest
differences were those of .50 for RM at trials 3 and
9 and .73 for LH at trial 3.

Adapted from Marken (1982, table 1, p. 649).

Why was the correlation with the other line always
higher than that with the intended line? There was
nothing in the set-up that would have brought the
correlation between the positions of one of the lines
and the random disturbances close to zero except the
control—the opposition to the disturbances—being
exerted by the participant. The two correlations
would have been higher and more alike in value, for
example, if the participant had merely pressed the
keys lackadaisically, from occasional urges to relieve
the boredom of sitting in one place.

The more unremitting the participant’s insistence
on opposing the random disturbance to the chosen
line, the closer to zero the correlation would go. To
me, the impressive feature of the outcome is not
the fact that one or another correlation was always
lower—that was inevitable if only by the nature of
arithmetic. The impressive feature is that one of the
correlations was so often very close to zero. Then,
when we get the information that the lesser corre-
lation was always attached to the line the participant
intended to control, the outcome is still more im-
pressive.

Marken published a report of an experiment also
showing intention but with a different task in 1983,
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reprinted in 2002. In 1989, Marken published a
report of another ingenious experiment on divining
intention in which he gave the onlooker a way of see-
ing the intention of the participant simply by looking
at the computer screen. He also showed there another
way to put numbers on the results. I will let you look
up these two reports for yourself.

Assumptions

As always with PCT, Marken’s experiment assumes cir-
cular causation in a feedback loop; the participant acts
at every moment to maintain the desired movement of
the line despite disturbances from the computer that
would otherwise disrupt the motion. The experiment
also makes the assumption of species; that is, that every
normal member of the species functions by the same
principles. In this case, the assumption is that every
normal member of the species can exert control in a
way that brings the correlation between the line posi-
tion and the random disturbances close to zero.

What’s Remarkable?

The experimenter instructed the participant to choose
a line and move it back and forth across the screen.
The participant did that. What is remarkable about
that? The point of this experiment, of course, was
not that the experimenter succeeded in getting the
participant to follow instructions. The points were (1)
to show that humans behave as if they have purposes
or intentions, (2) to show that you can discover an
intention even in a situation where the naked eye can-
not discern the part of the environment the person is
acting upon, and (3) to show how PCT enables you
to make that discovery.

The experiment seems simple. It will seem less so
if you read the original report. It will seem even less
so if you try to design a similar experiment yourself.
And it will seem still less so if you think for a mo-
ment about all the argument in the psychological
literature about purposes and intentions and other
inner states.

SELF-CONCEPT

Organisms act to oppose disturbances of perceived
variables that they want to control. It is fairly
straightforward to demonstrate that principle with
movements of dots and lines on the screen of a

computer. Special difficulties arise, however, when
demonstrating it with a variable conveyed with oral
language between humans. Yet Robertson, Goldstein,
Mermel, and Musgrave defied those difficulties in car-
rying out a series of experiments on the self-concept.
I will recount here one group of four of their experi-
ments. My account follows their paper of 1987; a
slightly revised version was published in 1999.

Procedure

In these experiments, the researchers gave students in
college psychology classes 80 cards bearing adjectives
describing personality characteristics. The researchers
asked participants to pick 16 adjectives from the 80
that they could confidently judge to be like them or
not like them. They asked the participants to sort
the 16 adjectives into piles, putting just one into the
pile labeled “most like me,” a certain number into
the next pile, and so on.

Once thatwas done, the students met in pairs. One
student in each pair was labeled the “experimenter,”
the other the “participant.” Without the participant’s
knowledge, the “experimenter” in each pair had pre-
vious instructions. Following those instructions, the
“experimenter” looked over the participants sorting,
then read aloud the most-like-me adjective, and said,
“No, youre not ,” pronouncing the adjective
as the last word in that sentence. The “experimenter”
then wrote down exactly what the participant said
immediately after that.

Results

The researchers had postulated that all of us carry
about self-images that act as internal standards in
higher-level control systems. (Here again, I am
referring to the neural hierarchy.) Like all higher-
level standards, the researchers argued, self-images
“tell” lower-level systems the kinds of standards they
should “require” of incoming perceptions. Since ev-
ery participant had picked, from a large variety, his
or her own most-like-me adjective, the researchers
predicted that every participant would act to oppose
the statement by the “experimenter.” The statement
“No, you're not ” would threaten to disturb
the self-image, and the participant would counteract
the disturbance.

Robertson and his colleagues coded all the ut-
terances of the participants that the “experimenters”
had written down. The researchers reported four ex-



periments conducted in this manner, having a total of
35 participants. They found only one utterance that
did not seem to oppose the presumed disturbance.
They found two utterances they were unable to code
as opposing or unopposing:

Opposing utterances: 32
Unopposing utterances: 1
Uncodable utterances: 2

Total participants: 35

Assumptions

I think several features of the design worked out by
Robertson and his colleagues helped the experiment
to work well. First, the researchers did not (as others
might have done) pick out a particular dimension (in-
telligence, for example) and assume that all participants
would care about it during the experiment. Instead,
from a highly multidimensional collection of 80 ad-
jectives, they asked the participants to pick 16 they
were able to say with some firmness of opinion were
like them or not like them. Thatis, they allowed every
participant to pick his or her own salient dimension.

Second, Robertson and colleagues did not pick
a particular kind of action to indicate opposition to
the disturbance. They gave no instruction whatever
at the point when the participant’s self-image was
presumably threatened. They knew, of course, that
the handiest use of the environment for almost all
the participants would be some sort of oral act with
words. Every participant, nevertheless, was free to
choose his or her own use of the environment in
counteracting the disturbance—whether words, hos-
tile stares, expectorations, or punches in the nose.
Actually, in writing about their coding, Robertson
and colleagues mention only verbal utterances.

Third, Robertson and colleagues kept self-image
salient by allowing only a few moments between the
sorting and “No, you're not ” and by enabling
the counteraction to occur only a split second later.
The short times reduced the chance that some other
high-level standard would come into play.

Fourth, Robertson and colleagues reduced to
a minimum the use of language and therefore as-
sumptions about the efficacy of communication.
The “items” they used required no agreement about
meaning between the participants and the researchers
or among participants. Neither the researchers nor
participants needed to understand anything about
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how any participant sorted the adjectives. At the
point of sorting, the only common understanding
necessary was the understanding between researchers
and participants of the words “like you” and “not
like you.”

Robertson and colleagues admitted that so far they
had not achieved perfect results. They implied that
they would continue to seek improvements in their
methods, to which they referred as “primitive.”

What’s Remarkable?

In a demonstration such as mimicking the behavior
of the Escherichia coli, it is easy to tell whether the
participant is controlling a perception of a relational
standard such as nearness to a target. When working
with a high-level standard like self-image, however,
and with words, it is not easy to be sure the high-
level standard you are testing is always the one in
control. Robertson and his colleagues did not track
the maintenance of self-image over a number of min-
utes, but only at the one instant of the reply to the
“experimenter.” It would be very difficult to design
an experiment that would track a particular high-level
standard over a period of time, even a short period.

According to control theory, the person acts on
the environment only when the maintenance of a
standard is threatened and when the person can find
an action that restores the desired perception. We
can, therefore, see a particular higher-level standard
acting over a period of time to control perception only
when the person can find counteractions to take dur-
ing that period and when no standard at a still higher
level takes charge during that period. In ordinary life,
those conditions do not hold for very long periods
of time except in situations the person experiences
as stressful or as a period of severely focused concen-
tration. To use strong stress in the laboratory to hold
a high-level standard in place would be unethical,
and to find fascinating activities that can dependably
draw severely focused concentration uninterrupted
for some minutes is very difficult.

Considering those features of the high-level con-
trol of perception, I think the achievement of Rob-
ertson and colleagues—the score, so to speak, of 32
out of 35—is remarkable. It seems to me that several
kinds of other high-level standards could have come
into control in one or another of the participants at
the crucial moment when the “experimenter” said,
“No, you're not 7
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One kind of standard other than self-image could
have been something like, “I want to say something
now that will please Dr. Robertson.” A second kind
could have been, “I want to be nice to my fellow
student.” A third could have been, “I want to pro-
tect myself against the possibility that this student
and the professor are in cahoots to deceive me about
something.” A fourth could have been, “Part of my
picture of myself is my understanding that other
people do not always see me as I see myself. This
person is entitled to his view of me. No comment
is necessary.” I cannot, however, imagine how these
other standards could be predicted to produce such
a high percentage of statements in opposition to
“No, you're not .”

Experiments designed according to the linear as-
sumption of input-output are always weakened by the
influences of standards like those I just listed—stan-
dards experimenters ordinarily do 7o want to be in
control. I think Robertson and colleagues showed
great ingenuity in working out an experimental design
that reduced to only 3 out of 35 the chances for those
unwanted standards to come into control.

Finally, I think it is remarkable how much
Robertson and colleagues were able to reduce the
degree to which the outcome relied upon agreement
between researcher and participant about the meaning
of words. We need more experiments designed to
reduce reliance on semantic agreements. Of course,
Robertson and colleagues must still rely on words to
convey a picture of their experiments to you and mze.
I don't see any way out of that.

Bryan Thalhammer (2000) carried out a study on
the effect of threats to the self-image in an educational
setting. “Participants,” he wrote, “reframed their
perceptions of the interaction around [a] computer
task to regain justification in their self-image as good
learners and subjects.”

THETEST

Marken’s study of intention and the study by Robert-
son and colleagues of the defense of the self-concept
both demonstrate uses of the Test for the Controlled
Quantity, which is the basis for method in all PCT
research. Marken’s purpose was to show how purpose
or lack of purpose can be discerned in the relation
between environmental events and the perception the
participant brought about of the movements of a line

on the computer screen. InTable 7-1, we can look for
the connection (the correlation) between the position
ofaline and the disturbances given it by the environ-
ment. In every trial by either participant, when we
look for the line having the lower correlation with
the environmental disturbance, that line turns out to
be the one whose position the participant intended
to control. The other line follows the disturbances
to a much greater degree. The correlation of the
other line with the disturbance given the chosen line
was not high—did not approach 1.0—because the
position of the other line was also connected to the
arrow keys. The correlations between the intended
line and the disturbance were small, averaging —.05
for one participant and .09 for the other. That pat-
tern exemplifies The Test, which tells us to look for a
variable (one perceivable by the person) that is acting
as if a purposeful influence is acting on it. It is often
clearer, actually, to say this in the negative: we look for
a perceived variable that is 7oz behaving as it would
in a nonliving environment. We look for a perceived
variable that is 70z behaving as it would if there were
not a purposeful influence acting on it.

Robertson and colleagues wanted to test the op-
position of action to disturbance in maintaining a
perception very high in the neural hierarchy—the
self-concept. They did that by having the “experi-
menter” present the participant with an idea that they
thought would contradict or disturb the participants
self-concept. That is the core idea of The Test: disturb
the presumed perceived quantity and see whether the
person opposes the disturbance.

Notice how different The Test is from traditional
psychological research. Traditionally, psychologists
have looked for strong correlations between input (the
“independent variable”) and output (the “dependent
variable”). In Marken’s experiment, that would be
the correlation between the disturbance (input) and
the position of a line the participant can act upon
(output). In Table 71, the correlations with the
line-position the participant does act upon are those
in the columns headed “Intended line”; contrary to
the traditional assumption, they are 7oz strong, butare
very small. Under PCT, they are of course predicted
to be small; the intended line is the line moved pur-
posely by the participant and not abandoned to the
influences of the environmental disturbances. The
correlations with the line-position the participant
ignores, shown under “Other line,” are much larger,
also as predicted.



I turn now to a more formal and detailed de-
scription of The Test for the Controlled Quantity.
The procedure is contained in the following nine
steps. I have rephrased them from Powerss 1973
book, pages 232-246, and his 1979a (vol. 4 no. 8,
September) article, pages 110, 112.

1 Select a variable that you think the person
might be maintaining at some level. In other
words, guess at an input variable. Examples:
light intensity, sensation of skin temperature,
admiration in another persons voice. (Powers
often speaks of the input quantity, because one
usually looks for an amount or degree of some
variable—such as temperature—the perception
of which is controlled.)

2 Predict what would happen if the person is 7oz
maintaining the variable at a preferred level.

3 Apply various amounts and directions of distur-
bance directly to the variable.

4 Measure the actual effects of the disturbances.

5 If the effects are what you predicted under the
assumption that the person is 7o acting to control
the variable, stop here. The person is indeed not
acting to control it; you guessed wrong about the
variable.

6 On the other hand, if the effect is markedly smaller
than the predicted effect, look for what the person
might be doing to oppose the disturbance. Look
for a cause of the opposition to the disturbance
which, by its own varying, can counterbalance
variations in the input quantity (such as pulling
as necessary on the handle of your umbrella to keep
the wind from carrying it off). That cause may
be caused by the person’s output. You may have
found the feedback function.

7 Look for the way by which the person can sense
the variable. If you can find no way by which the
person can sense the variable (the input quantity),
stop. People cannot control what they cannot
sense.

8 If you find a means of sensing, block it so that
the person cannot now sense the variable. If the
disturbance continues to be opposed, you have
not found the right sensor. If you cannot find
a sensor, stop. Make another guess at an input
quantity.

9 If all the preceding steps are passed, you have
found the input quantity, the variable the person
is controlling.
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When you find the controlled variable, you can then
usually make a very good guess about the nature of
the internal standard controlling it. But describing
the internal standard in precise words is not of first
importance. The important thing, both for further
experimentation and in practical affairs, is to have
found how to disturb the controlled variable and how
to avoid doing so.

Sometimes, both in research and in everyday life,
you can ask people to adopt temporarily an internal
standard that you describe to them. If they have
themselves freely chosen to comply with your request
and if you can describe the internal standard clearly
and objectively (as in the examples of research I have
given so far), you are off and running. At other
times, you may not be able to persuade the person
to adopt the internal standard you have in mind.
Even if the person is willing, the person may not un-
derstand your request sufficiently well. In that case,
you must start from scratch and use all the steps of
The Test to discover what variable the person is indeed
controlling.

Guessing Wrong

To use The Test, you must make a guess about an
internal standard and then change something in the
environment that the person senses. If you succeed
in changing the thing—that is, if the person does
not act to maintain it the way it was—then you
have guessed wrong. If the person does act against
the change you try to make, then you have guessed
right, or at least you are on the right track. You know
something about the person you did not know before.
But you may have guessed wrong about the aspect of
the change, the input quantity, that you think the
person is wanting to maintain. You will discover
that fact if later steps in The Test go wrong. Then
you have to guess again. You will, however, be ahead
of the game, because you know that the input has
something to do with the change you tried to make
in the environment.

It is easy for an onlooker, watching someone
ward off a threat to a controlled variable, to make a
wrong guess about the variable the person is trying to
maintain. Cries of “No! No!” or “I won't do it!” or
“You think you're pretty clever, don’t you?” or a stony
silence—those are all good indicators that some vari-
able is being disturbed, but poor indicators of what the
variable might be like. For example, what perception
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might a person be defending who said to you, “Don't
talk to me that way!”? Here are some possibilities:

I've been trying to be helpful to you, and now you
tell me I've been actually been doing you harm.
That’s exactly opposite my intent, and it hurts me
to hear that; I don’t want to hear that.

I don’t want people to hear you speaking disre-
spectfully to me.

Thatsafrivolous way to talk,and [ want the people
here to believe you are taking this seriously.

You sound desperately discouraged; please don'
give up hope. I want to hear optimism.

You talk as if  have done something bad! I am not
going to think of myself as a bad person! I don't
want to hear you telling me I am a bad person!

Once you have made a guess, you can then hunt for
something you can do that might disturb that vari-
able. Then you have to be careful about interpreting
the person’s reaction. The person might want you
to stop talking out of fear that you will disturb the
variable you have hit upon, or simply because you
are distracting the person’s attention from a task the
person wants to resume.

Even a simple physical action can be perplexing.
You move through a crowded hotel lobby. You step
aside to avoid someone and find yourself pushing
against a third person. The third person makes a
quick contrary shove that opposes your push. Is the
person simply trying not to fall over, is the person
maintaining his manliness, or is the person wanting
to communicate an antipathy toward physical contact
with strangers?

It is rarely possible, in the natural setting, to hit
upon a good guess at the first try. Narrowing the
possibilities requires several tries, sometimes a good
many. People do, of course, learn a good deal about
the internal standards of others after making wrong
guesses for several months or years. Still, people can
live together for decades, giving careful attention every
day to evidences of disturbance, and still be surprised
at the reactions of family members. People who claim,
“I know what you are thinking!” after brief acquain-
tance are being fatuous; so are those who say, “Well,
you ought to have known what I was thinking!”

Sometimes we are not sure whether a person is
intending to control a variable. Sometimes, after we
have “defined” a variable in such a way that we can
recognize changes in it (for example, the brightness

of light on a page or the number of people talking
at once in a conversational group) and have tried to
alter it, we find that the person pushes back, but not
skillfully. That is, the person seems to show poor
control. The person may be trying to control that
variable, or the person’s effect on it may be a side-effect
of the person’s intent to control a different variable.
In a message to the CSGnet on 16 October 2000,
Rick Marken said this:

[If] The Test tells you that a variable is 7oz being
controlled very well, then there are at least three
possible reasons for this finding:

1 The variable, as defined, is not a controlled
variable. This is the default hypothesis when
avariable fails The Test. The next step is to try
adifferent definition of the possible controlled
variable and Test again.

2 The variable, as defined, 75 a would-be con-
trolled variable; the behaving system [for
example, a human] is trying to control this
variable but [has not yet found an effective
way to do it]. This might be our hypothesis
if we have reason to believe that most control
systems of this type do control this variable.

3  The variable, as defined, 7s a controlled vari-
able; the behaving system ... is not controlling
it very well, because there is a conflict. This
might be another hypothesis is we have reason
to believe that most control systems of this type
do ... control this variable.

Ethics

Sometimes people new to The Test worry that they
might do damage to the people they want to Test. Itis
essential, in carrying out The Test, to make sure, when
you take an act you think will disturb a controlled vari-
able, that you do 70r move (or speak) so strongly that
the person will be unable to counteract what you do
(or say). If you move or speak too strongly, you will
not discover what you want to discover. Knocking the
person over with a bulldozer does not tell you anything
useful about the ability of the person to stand upright.
The Experimenter with the rubber bands always wants
to keep the amplitude of the disturbances small enough
so that the Controller can easily maintain control. The
piano teacher always wants to keep the bad news about
the pupil’s fingering small enough so that the pupil can
quickly rectify the faults.



I know a couple of people who were one day
talking about perceptual control while they were
whizzing along a freeway at about 60 miles per hour.
The passenger offered to demonstrate to the driver
how people cope with disturbances. He took hold of
the side of the steering wheel and pulled down, very
gently at first, then more strongly, while the driver,
of course, resisted that disturbance and kept the car
going along in its lane. Then the passenger gradu-
ally, slowly released the wheel. You can see that the
passenger in that Test certainly had no wish to exceed
the driver’s ability to keep the car in its lane. Thatisa
good example to keep in mind when you are thinking
of the degree of disturbance you want to apply. Just
imagine that you might be killed if you pull too hard
on the steering wheel.

In the next chapter, I will tell about some re-
search that has been done to test whether behavior
as described by PCT—that is, the control of per-
ception—can actually bring about the consequences
that humans do bring about.

Part I Research: Chapter 7 Some foundations
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Chapter 8
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Some models of control

ing. The models I will describe will be neither

flesh-and-blood nor Tinkertoy; they will be
models built in computers. The computers used are
not supercomputers; they are the PC sort owned by
millions of people nowadays. You can do this sort of
thing yourself. It takes some study, of course. But if
you can read well, if you are willing to learn some not-
very-advanced mathematics, and if you can be patient
with computing manuals, you can do the sort of thing
youwill read about here. I say again that these are tan-
gible, operating models, not verbal arguments about
how things might work. Furthermore, these models
are built to work in unpredictable environments, just
as do living creatures. I begin with a study showing

the dependability of this kind of research.

[ turn now to a few examples of model-build-

ACCURACY AND RELIABILITY

Bourbon, Copeland, Dyer, Harman, and Mosley
(1990) undertook to demonstrate the accuracy and
reliability of predictions of tracking made with PCT.
I recount here some parts of their project.

Bourbon and eight of his students performed a
task of tracking a target on a computer screen. Every
person performed the task more than once; all told,
the nine persons replicated the task 104 times. And
here I must pause to make sure you do not pass lightly
over that statement—that the task was replicated
104 times. In psychological literature, replications
are hard to find. Most experiments in the literature
are never replicated; there are dozens of reasons, and
I'will not go into them here. Some experiments have
been replicated once or a few times, almost never
with results that could be shown quantitatively to
be close to previous trials. (And in the methods
of traditional psychological research, experiments

called “replications” typically differ so much from the
original that they might better be called “somewhat
similar” experiments.) A few experiments, chiefly
psychophysical experiments, have been replicated (so
to speak) some dozens of times. I had never heard of
an experiment, until I came upon PCT, that had been
replicated 100 times. So please reach for your yellow
highlighting pen and highlight “104 times.”

Procedure

Figure 8-1 (from Bourbon and others, 1990) shows
the experimental arrangement. The larger oval on the
right side represents the computer. The oval at the top
represents the computer screen; you see there three
short lines labeled T, C, and T. The two lines labeled
T were, together, the target; they were moved up and
down in unison by the program in the computer. The
task of the participant was to move a Handle (sym-
bolized by the letter H underneath the ovals) forward
and backward so as to keep the short line labeled C
(the Cursor) as accurately between the Target lines as
possible. Each replication (or “run”) of the task con-
tained two parts. In the first part, the Handle was the
sole cause of the position of the Cursor between the
Target lines; when the Handle was moved, the Cursor
moved a proportionate distance. In the second part,
a random disturbance was added by the computer
program to the effect of the Handle. The effect of
that, when the Handle was moved, was to cause the
Cursor to move at an unpredictable speed, and even
sometimes in an unexpected direction.

The duration of each part was one minute. The
first part was used to determine the idiosyncratic
performance characteristics (but not the particular
acts) of the participant. I will explain what I mean
by an individual’s performance characteristics below
under “The Model,” and I will clarify some features
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Figure 8—1.
Relations among variables in the environment and in the model.

In the environment, T=Target, C=Cursor, H=Handle, and D=Disturbance.
In the model, the functions are s=sensor, c=comparator, and o=output; the signals
are p=perceptual, r=reference (internal standard), and e=error.

of procedure there, too. The second part was the test
of the theory; in it, the numbers characterizing the
participant were inserted into the computer’s model,
the performance of which would be compared to the
human participant’s performance.

The random disturbance of the effect of the
Handle is a feature of all tests of PCT with a com-
puter simulation; the random disturbance simulates
the unpredictable occurrences that interfere with the
effects of our acts in non-laboratory environments.
An example is the effect of unexpected gusts of wind
when we point an automobile down the highway.
Another is the distraction of an interruption from a
third person when we are carrying on a conversation.

There were two forms of task (each run in each
form containing the two parts so far described). Four
students and Bourbon (five persons in all) carried
out the first form. In this form, the Target moved
up and down at an unchanging rate. Each person
ran through both parts of each run ten times, with
a few minutes between the first and second parts
while the idiosyncratic constants were inserted into
the computer model. The disturbance to the effect

of the Handle added to the second part was different
for every replication and every participant. When I
say that the disturbances followed different patterns,
I am not thereby saying that the replications were
different in a substantive way. The unpredictability
of the precise effects of the Handle is necessary to test
the theory. If you want to know whether a person
(or a mechanical substitute) is capable of driving an
automobile from here to there, you will want to see
the journey succeed more than once despite changing
winds that affect the course of the automobile. Using
this same task, Bourbon, acting only as a participant,
ran four more replications of the first part, but then
waited a year before running the second part.

Four more students and Bourbon participated in
the second form of the task. This form was the same
as the first except that the Target did not move at a
regular rate; now, the Target moved according to a
table of random numbers. This was presumably a
more difficult task than the first form. Again, as in
the first form, the Target paths in the first and second
parts were different in every replication. Here again,
each participant ran through ten replications.
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Table 8-1.

Mean correlations between indicated pairs of variables calculated over fifty
replications of the task with both target and handle randomly disturbed.
Data from five participants, each giving ten replications with 1800 data-pairs
calculated within each replication.

83

By the  Inthe

participant _model

Between Cursor and Target 984 993

Between Handle and Cursor 701 707

Between Handle and Target 710 .708

Between Handle and disturbance —.682 —.696

Between Cursor and disturbance .032 -.001
Between Handles of participant and model 996
Between Cursors of participant and model 992

Figures 8-1, 8-2 and Table 8-1 reproduced with permission of authors and publisher
from: Bourbon, W.T., Copeland, K.E., Dyer, V.R., Harman, WK., and Mosley, B.L.
On the accuracy and reliability of predictions by control-system theory. Perceptual and
Motor Skills, 7990, 71, 1331-1338. Copyright Perceptual and Motor Skills, 1990.

Results

Table 8—1 shows some mean correlations among po-
sitions of Cursor, Target, Handle, and disturbance
produced by the five participants in the later form
of the task in which both the Target and the Handle
were randomly disturbed.

To keep this narration simple, I am omitting
the data from the simpler task performed earlier;
those data (which you can see in the original article)
tell much the same story as these later data. Figure
8-2 shows graphically the performance of one of the
participants who contributed data to Table 8-1.

In the left graph, labeled “Person,” you can see
how very closely the participant was able to cause the
Cursor C to track the Target T. You can see that same
accuracy when you look at the first line of Table 8-1
under “By the participant.” The correlation you see
there between Cursor and Target is .984, only .016
away from a perfect score of 1.000. The participants
achieved correlations like that despite the unpre-
dictable disturbances given the Target and Handle.
Since the mean is only .016 away from the maximum
possible, it is obvious that all five participants gave
very accurate performances. Those performances
should not, however, surprise us. A lion chasing a
gazelle must do that well or go hungry. The sailor

of a sloop does that well to keep the sail full of wind.
The driver of an automobile does that well or runs
off the road. Ifa psychological theory is to be tested
quantitatively, the theory should be able to mimic
action that is as accurate as the action we see here.
Indeed, in Table 8—1 under “In the model,” we see the
number .993, which is the average of the correlations
between Cursor and Target produced by the model
in the computer. The model’s average correlation
of .993 is very close to the mean of .984 among the
live persons. Looking at the upper part of the graph
labeled “Model” in Figure 8-2, we see that the records
for Cand T are so close together that it is difficult to
tell that there are two records there. It is easy to see,
too, that the records at the right, produced by the
model, are similar indeed to the records at the left,
produced by the human.

You can easily infer from Figure 8-2 that the cor-
relation is somewhat positive between the Handle
and either the Cursor or the Target, because some
of the larger ups and downs go somewhat together.
But you cannot pick up the record of the Handle
and fit it perfectly to the record of Cursor or Target.
The correlations between the Handle and the other
records were not zero or negative; as you see in Table
8—1 in the second and third lines, those correlations
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Figure 8-2.

Results of pursuit tracking by a person (at left) and by the corresponding model (at right).
T = Target, C = Cursor, H = Handle.

were somewhat positive, averaging .701 and .710
for the human participant and .707 and .708 in
the model. Since the Handle was moved with the
purpose of counteracting the disturbances put to it,
the negative correlations of —.682 and —.696 between
Handle and disturbance therefore account for almost
all of the movement of the Handle.

Because of the action of the participant with the
Handle, almost all of the movement of the Cursor
followed the movement of the Target, and the relation
of the Cursor to the disturbance given the Handle
becomes irrelevant; the irrelevance is shown by the
correlations lying very close to zero; namely, .032
and —.001. Finally, as we would expect, the correla-
tions we see in the two columns of the table are very
similar. The behavior of the model follows closely
that of the person; .993 is very close to .984, and so
on. Similarly, comparing the simulated Handle with
the Handle operated by the participant, we see in
Table 8-1 a correlation of .996. And the correlation
between the simulate Cursor and the participant’s
Cursor was .992. Those results show the accuracy of
predictions made by PCT for a pursuit task.

Reliability

By reliability, we mean being able to count on a
phenomenon to repeat. In the trials (replications)
by Bourbon and others shown here, the phenom-
enon repeated 104 times (including replications both
within and between persons), and did so with the
strong quantitative similarity shown in Table 8-1
and illustrated by the records in Figure 8-2. (You
can see records produced by three other people and
their models in the original article.) The reliability
within one person was further demonstrated here
by the four replications in which Bourbon was the
participant and in which he waited for a year to pass
before running the second part (the test) of the task.
At the close of that year, the mean correlation between
the modeled positions of the Handle and the actual
(Bourbon’s) positions was .996.

In addition to that, in 1988 Bourbon ran the first
parts of eight runs, each against a different pattern of
disturbance, and, as before, calculated the constants
(reflecting the characteristics of the person) for the
model. Inserting those constants into the equations
for the model constituted a prediction of how the
participant, Bourbon, would move the Handle in

the future. In 1993, Bourbon performed the task
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against two of those eight disturbance patterns and
compared the movements he gave the Handle with
the predictions made five years earlier; he reported the
results in the Psychological Recordin 1996. The corre-
lations between predicted and actual Handle positions
in the two runs were .998 and .997. In January of
2001, nearly 13 years after Bourbon recorded the
constants characterizing his capability in this tracking
task, Bourbon performed two runs again as a demon-
stration for a group of educators in Phoenix, Arizona.
A couple of months later, he sent the numbers to me
by e-mail. The correlations between prediction (the
model) and actual (Bourbon’s behavior) for the cursor
and for the handle were these:

Run 1 Run 2
Cursor 981 964
Handle .998 .999

The Model

As well as showing you the reliability of a model built
from principles of PCT, I want to introduce you to
the manner in which a PCT model is constructed.
To do so, I will continue to use the 1990 report by
Bourbon and others. The mathematics of the model
follows the connections shown in the left part of Figure
8—1. The counterclockwise loop in Figure 8—1 shows
the connections and functions that you saw in Figure
4-1 of Chapter 4. In Figure 8-1 here, you see on
the representation of the computer screen the same
kind of event that was labeled in Figure 4-1 “Events
resulting jointly from disturbance function and feed-
back function,” and you also see in Figure 81 the
arrows leading from the disturbance and the Handle
to be added together to affect events C on the screen.
You can see here the arrow (input quantity) going to
the left to the sensor s. And the arrow carrying the
perceptual signal p. And the comparator ¢ with its
internal standard r. And the error signal e, the output
function o, and the arrow (output quantity) affecting
the action output H.

Now, to describe the features of the model, I am
going to copy almost word for word from Bourbon
and others (1990) on their page 1333. There are two
constants in the model. One is the reference signal
(internal standard) r—the distance the person desires
to see between the Cursor and the Target. In each
replication, Bourbon and colleagues estimated r to
be the mean difference between Cursor and Target
in the first part of the task. The other constant is the

“integration factor” k, which is the “gain” applied
by the function o. The symbol k does not appear in
Figure 8-1, because it is not a function or a signal,
but an amplifying factor applied by the output func-
tion 0. This gain is the “amplification” I mentioned
in Chapter 3 in connection with Figure 3-3 there.
Here, k represents the velocity with which the person
moves the Handle when there is error—when the
person perceives the Cursor to be departing “too
far” from the Target. The output function o multi-
plies e by k. To estimate k, Bourbon and colleagues
substituted values for it into the equations for the
model until the positions of the Cursor reached the
highest possible similarity with those produced by the
person. (Powers gives a more thorough treatment of
k and other constant multipliers in the appendix to
his 1973 book.)

In arun, all calculations were repeated 1800 times,
once every 1/ 30t of a second. For each iteration, the
model subtracted the Cursor position C from the
Target position T to estimate the perceptual signal
p- The reference value (internal standard) r was sub-
tracted from p to yield an error signal e, then e was
multiplied by k, and that product was subtracted from
the previous Handle position to yield the modeled
position of the Handle in the next time interval. In
the first part of the iteration, the modeled position
of the Cursor was identical to that of the Handle;
in the second part, it was the sum of the modeled
Handle and the disturbance D. The following steps
calculated the values in the model. For the position
of the Cursor on the screen,

C=H+D.
For the assumed perceptual signal in the person,
p=C-T.

And for the person’s actions on the Handle,
H(new) = H(old) — k(e), wheree = p —r.

The first equation above says succinctly what you
read in words in several places in earlier chapters:
that the intended consequence C is compounded of
what the person does (with the Handle) and what the
environment D does. The second equation says that
the person is giving attention (p) to the distance be-
tween Cursor and Target. The third equation shows
the two constants characterizing the person, k and r,
especially if we substitute (p — r) for e:

H(new) = H(old) — k(p —1).



86 People as Living Things; The Psychology of Perceptual Control

That says that the person moves the Handle to close
up the gap between p and r by moving the Handle
at rate k. (And here I must add a technical note.
The 1990 article reads “r — p” on page 1333, but
Bourbon tells me that was an error that would give
the wrong algebraic sign to the loop, and the expres-
sion should have been “p — r,” which is the way I
have put it here.)

The three equations put PCT into a nutshell.
They do not by any means elucidate all the features
of the theory or its implications even as it now stands
in print; the most obvious omission from these equa-
tions is the internal hierarchy of control at which I
have hinted now and again. But the three equations
here contain the core terms and relations necessary
to build a simple, minimal model that will actually
function and whose functioning can be assessed quan-
titatively. The necessary terms and relations appear
in the equations as follows.

The first equation, connecting C, H, and D, can
be called the environmental equation. All the quan-
tities in it can be measured outside the person; any
experimenter or onlooker can ascertain them directly,
needing no help from the person. If this were a more
complicated situation, perhaps with more persons
seeking to control more perceived variables and per-
haps more sources of independent disturbances, we
would begin with more terms and more equations.
But with this simplest of situations, those three terms
are enough to represent the relevant environment.

The second equation can be called the internal
equation or the equation of the living control system.
It portrays what we theorize to be the representation
inside the person of the relevant features of the task.
The difference between Cursor and Target is the in-
ternally perceived quantity that the person cares about
(the caring being what is represented by r). At this
point, an important assumption is necessary—but
one which Bourbon and his friends found to be
justified when they examined the data from the ex-
periment. The assumption is that the quantities C, T,
and (C —T) seen and measured by the experimenter
have quantitative analogs in the perceptual signals
(p) inside the person. Another way to express the as-
sumption is to say that the person whose performance
is being modeled perceives (C — T) very much the
same way as the experimenters and onlookers do.

That kind of assumption may very well not hold
when the controlled variable lies at a higher level in
the neural hierarchy—for example, when the person

is trying to play the cello part of a trio by Brahms so
as to blend well with the other two players. But as
Bourbon put the matter in a letter to me, “For track-
ing tasks, that bit of modelers’ legerdemain seems
to work.” By “work,” he meant that a computer
program built upon these equations succeeded in
mimicking the actual person’s tracking behavior to
the very close approximation you saw in Table 81
and Figure 8-2.

The third equation connects the person with the
environment. It contains the environmental terms
H(old) and H(new) and the internal terms p, r,
and k. It tells how the perception (p), the internal
standard (r), and the amplification factor (k) enable
the action (or consequence) H(new) to come about.
You might want to compare that third equation with
Figure 3-3 in Chapter 3, where I also talked about
amplification of energy. The correspondences are as
follows. The terms p and r here are the same as in
Figure 3-3. The term D here is the same as d there.
The term k here is the same as K there. H(old) and
H(new) here are successive values of a there. And E
there is assumed here to have a value close to one and
is therefore not explicit. The mathematics there and
here were written for somewhat different purposes,
but they are thoroughly compatible.

Assumptions

Bourbon and colleagues assumed, among other things,
that all humans are alike in the way they function to
perform this task. This is a good place for me to illus-
trate what I mean by “alike.” Briefly, I mean that the
three equations above apply to everyone, but that the
values of p, r, and k will differ from person to person.
The three equations are the invariants; p, r, and k are
the individual’s idiosyncracies. Everyone who agrees
to do the task will control the cursor continuously
(without discernibly separate acts), but some will be
more accurate than others. In driving an automobile,
everyone will continuously move the steering wheel
(though in some moments the rotation of the steering
wheel is zero) so that the car continues in the lane the
person has chosen, though some drivers will prefer
to drive closer to the edge than others, and some will
wander within the lane somewhat more than others.
To take conversation as another example, every speaker
in a conversation will be sensitive to interruptions,
though some will allow more interruptions before
acting to squelch the interrupter.
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Notice that this assumption of universality
means that the theory will collapse if the researcher
discovers that 7ot everyone will behave according to
the three equations. Finally, circular causation is of
course assumed. Anyone using PCT and writing
simultaneous equations such as those above is un-
avoidably assuming circular causation in a feedback
loop. I have described opposing assumptions in more
detail, with illustrations, in Chapters 4, 5, 7, and 11
of my 1990 book.

I mentioned earlier the assumption that the person
whose performance is being modeled perceives the
difference C—T very much the same way that the ex-
perimenters and onlookers do. This is an assumption
that is meant to hold only within this particular sort

of tracking task. It is not a part of PCT generally.

What’s Remarkable?

Why do I ask you to give attention to the series of
experiments by Bourbon and colleagues (1990)?
My reason is the same reason (insofar as two minds can
have the “same” reason) that led Bourbon to initiate the
series; namely, the wish to show that PCT can indeed
be used to make a statement about the functioning
of the human creature that is borne out repeatedly
in what we can observe in the effect of the person
on the environment. This is not to say that we are
predicting “behavior” in the usual sense of particular
acts as seen by an onlooker such as an experimenter.
Rather, we look for the controlled variable, such as
the closeness of the cursor to the target. We do not
predict particular motions of the handle. Indeed, we
find that the person’s handle motions have relatively
low correlations (here .701 on the average) with the
motions of the cursor. To test our prediction, we try
to disturb the movement of the cursor; we try to push
the cursor away from the target by applying unpredict-
able disturbances to the movement of the target and to
the effects of the handle. But to no avail. The person
counteracts the disturbances we apply and keeps the
cursor very close to the target, producing an average
correlation of .984. That is what we predict to test
PCT: the successful counteraction of disturbances to
the variable the person wants to control. This series of
experiments demonstrates with every individual tested
(not merely with an average of many) that a model
constructed with PCT can make those quantitatively
close predictions with any arbitrary person who wan-
ders in off the street—well, in this case, with arbitrary
persons volunteering from the halls of academe. The

experiments demonstrate, too, that the prediction
can be made with success repeatedly with the same
person. Finally, they demonstrate that the test can
be successful with delays of one year, five years, and
13 years following the prediction.

Psychologists remind us of the prodigious diversity
of human behavior, and so do all sorts of other com-
mentators on the human scene: novelists, dramatists,
historians, anthropologists, sociologists, and so on.
Some writers in every generation offer us simplifying
concepts, perhaps a few instincts or drives or motives
that seem to the writer to explain in some satisfying
way a great range of human acts. None of those
explanations, however, has so far become axiomatic
in the scientific world, not to speak of the world
of everyday discourse. As you keep in the back of
your mind that age-old and frustrated yearning for
understanding, I hope this series of experiments by
Bourbon and colleagues will inspire you with admi-
ration and wonder. The experimenters offer us three
equations of astonishing simplicity that enable us to
mimic some behavior of an actual person and mea-
sure numerically our degree of success. Though the
domain of behavior here is the small world of pursuit
tracking, its success is nevertheless the sort for which
scientific psychologists have been yearning for well
over a century.

CONFIRMATION

I have just said that the study by Bourbon and
colleagues provides impressive confirmation of per-
ceptual control theory. The studies you read about in
Chapter 7 provide more confirmation, and you will
read about still more in later chapters. Here I will
note, too briefly, an ingenious and massive study by
Martin M. Taylor (1995). Here is what Taylor wrote
to the CSGnet (an e-mail discussion group on the
Internet) on 6 December 1995:

Using programs supplied by Bill [Powers], we ran
last year some 15,000 tracking runs with people
who were working for 64 hours without sleep,
helped by [various] drugs. For many of these
tracks, the model-[to-]real correlations were above
0.99. But for some, the correlations were as low
as 0.3 or even less.

Does this repeal PCT? Of course not. For
some of these poorly predicted runs, you could see
the subjects sitting staring at the screen for longish
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periods, not moving the mouse, or perhaps were
waving the mouse wildly. . . . the observer on the
scene would agree that someone lolling with his
head on his shoulder, eyes closed, is probably not
trying very hard to track a moving cursor on the
screen.

The poor performance by some of those drugged
and sleepless people is a demonstration of The Test
itself. Step 7 of The Test (for which see Chapter 7
under the heading “The Test”) tells us to look for
the means through which the person can sense the
variable we think might be under control, because a
variable that cannot be sensed cannot be controlled.
Those people Taylor described who had their eyes
closed, I am sure, were the ones who produced the
poorest tracking performance.

Remember, too, that you can run tutorials, demon-
strations and simulations on your Windows computer.
The publisher’s website (see back cover) features tuto-
rials, demonstration programs, introductory explana-
tions and articles as well as links to other resources that
illustrate PCT in various ways. Be sure to check the
section on Perceptual Control Theory (PCT).

Richard Marken’s demonstrations of several
features of PCT at http://www.mindreadings.com/
demos.htm are programmed in Java and can be run
using a browser on any kind of computer.

We can suppose that PCT is confirmed once
again every time anyone runs any one of those dem-
onstrations; no one has yet told us of a failure of one
demonstration.

HIERARCHY

At various places, I have mentioned the neural hi-
erarchy postulated by PCT. While postponing to
Chapter 18 an overall description of the hierarchy,
I will tell you here about an experiment in which
Marken (1986) demonstrated the way a portion of
the hierarchy could work.

Procedure

The participant sat before a computer screen dis-
playing three vertical lines arranged as in Figure 8-3.
Also in front of the participant were two paddle-han-
dles. The handles could be rotated. The participant
was asked to turn the handles as necessary to keep the

horizontal distance from the left line to the middle
line as equal as possible to the horizontal distance
from the middle line to the right line, and to try to
keep both those distances as close to two centimeters
as feasible. That was the only instruction given.

Figure 8-3. Video display

The participant held a handle in each hand. The
computer was programmed so that the left handle
affected the left line, and the right handle affected
the middle line. Neither handle affected the right
line. In addition, the positions of the lines were var-
ied by three slowly varying random disturbances, all
different, one applied to each line. The three lines,
therefore, moved continuously and unpredictably
left and right on the screen, and the participants
task, in effect, was to add movement to the left and
middle lines, or subtract movement, in such a way
as to keep the distances from the middle line to the
outer lines equal, no matter what the right line did.
At all times, the positions of the three lines were all
that were visible on the screen. Each participant was
tested in several two-minute sessions. The random
disturbances were changed from session to session.
Six adults served as participants.

Prediction and Results

Marken’s reasoning was that the participant would
have to control the positions of the lines as the means
of controlling the distances among them. Therefore,
he predicted that the participant would of necessity
allow more variation in the positions of the lines than
in the magnitudes of the distances.

The results for one participant for the last 90
seconds of one run are shown in Figure 8—4.

Part (a) of the figure shows the records of the three
lines. Q1 labels the record of the left line, Q2 the
middle line, and Q3 the right line. You can see that
the two outer records keep very much the same dis-
tance from the middle one. Part (b) shows in another
way the participant’s success in maintaining the two
distances equal. There, L1 (L for length) labels the
curve representing the distance from the left line to
the middle one, and L2 labels the distance from the
middle line to the right one.
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Figure 8—4.
Position and distance traces for one participant

Adapted from Marken (1986, Figure 3, p. 272).

The perception the participant undertook to
maintain might seem a simple one—to keep three
little lines equally spaced. Itis no more complicated,
surely, than keeping an automobile in its lane while
driving along a curving road. But the experiment il-
lustrates beautifully how much delicately coordinated
bodily movement a living creature brings even to a
simple act.

Part (a) of Figure 8-5 shows the records of the
three random disturbances (D1, D2, D3) against
which the participant (the same participant as in
Figure 8—4) had to act. Part (b) of the figure shows
how the participants two hands (H1, H2) did it. To
maintain the equal distances, it is clear from Figure
8-5 that the two hands had to act independently. In-
deed, the correlation between the two handle-records
averaged over participants was only .25.

Note that the participant could control only the
positions of the left and middle lines. That is, one
hand controlled one line and the other another,
independently. But giving the two hands control of
two lines did not guarantee equal distances. The two
hands could produce an infinity of positions of the
two lines that would not give equal distances. Marken
reasoned that not only control of the positions of the
two lines, but also another feature of control had to
exist that would select only those positions that would
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Figure 8-5.
Disturbance traces (D1, D2, and D3) and handle-
position, traces (H1 and H2) for one participant

Adapted from Marken (1986, Figure 3, p. 272).

give equal distances. The lowest level of control would
receive perceptions of the positions of the three lines.
Then there had to be a higher level of control that
would compare those perceptions and check whether
the two distances were equal. That higher level of
control would alter the internal standards of the lower
level (alter, that is, the participant’s notion of where a
line “ought” to be) so as to maintain the two distances
equal and near to two centimeters.

One way Marken demonstrated the existence of
hierarchical control was through the use of a measure
he calls the “stability factor.” Let Ve be the expected
variance of a controlled variable (such as the position
of aline or the distance between two of them) and let
Vo be the observed variance. (If you are unacquainted
with the concept of variance, you will be losing only
a very small part of this discussion. Variance is a
measure of the amount of variation in the values of
a variable during an experiment.) For example, the
expected variance of the distance from the left line to
the middle one is equal to the sum of the variances of
(1) the random disturbance applied to the left line,
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(2) the random disturbance applied to the middle
line, (3) the positions of the handle affecting the left
line, and (4) the positions of the handle affecting the
middle line. The observed variance of that distance
is simply the variance of the distance between the two
lines on the screen over the course of an experimental
run. Variances of the other distances can be arrived at
similarly. The formula for the stability index is:

S=1—(VelVo)!/2

If the observed variance is fully as great as the expected
variance, then S is zero, which means that the par-
ticipant is effecting no control. If S is less than one
(that is, negative), then the participant’s behavior is
reducing the observed variance and counteracting
disturbances.

Table 8-2 below shows the stability indexes for
two experimental runs of each of two individual par-
ticipants and also the averages for all six participants.
In the table, L1 stands for the distance from the left
line to the middle one, L2 the distance from the
middle line to the right one, Q1 the position of the
left line, and Q2 the position of the middle line.

The distances L1 and L2 are controlled variables
and so are the positions Q1 and Q2. We see in the
table that the average stability indexes for L1 and L2
were —11.0 and —10.7. The numbers in the body
of Table 8-2 are expressed in statistical units mea-
suring the probability of an event of the underlying
magnitude occurring by chance. In conventional
psychological research, a number of this sort as high
as 3 is rare, and one as high as 4 is almost unheard
of, even suspect. A number greater than 10, such
as the mean indexes here for L1 and 12, is as rare in

social science as hen’s teeth. That rarity, however, is
of small moment here. The usefulness of the stability
index here is in comparing the amounts of control at
the two levels of the hierarchy. The average stability
indexes for Q1 and Q2 in Table 8-2 are both about
—1.0. That figure indicates a good deal of control (the
ratio of Ve to Vo, is four to one), but a much smaller
amount than that at the higher level. This result fits
the prediction; the higher reference signal, distance,
sets the lower reference signal, position. Therefore
the reference values for position were varied some-
what over time by the higher reference signal, and
the observed variance of the positions Q1 and Q2
was therefore greater than that of the distances L1
and L2.

One thing we have seen so far is that the par-
ticipants did, every one, succeed in keeping the two
distances very closely the same. That seems hardly
strange, because we are accustomed to witnessing
such dexterous capabilities of living creatures. But
we have also seen that the control over the perception
of distances (which was the task the participants ac-
cepted) was greater for every participant than the
control over the perception of positions—just as the
theory predicted.

The Model

Marken built a model of this behavior in the form of a
computer program. Let us turn to the equations that
specify what the model must do. As before, L1 and
L2 stand for the two distances. Similarly, Q1, Q2,
and Q3 stand for the positions of the three lines on
the screen. Further, D1, D2, and D3 will stand for

Iable 8-2.  Stability indexes.
Variable
L1 L2 Ql Q2
Participant 1
Run 1 -10.2 -9.2 -1.1 -1.3
Run 2 -12.2 -13.8 -1.1 -1.2
Participant 2
Run 1 -7.6 -8.9 —0.88 —0.72
Run 2 -9.8 -10.3 -0.99 —-0.87
Averages for six participants
Means -11.0 -10.7 -1.0 -1.1

Excerpted from Marken (1986, table 1, p. 273).
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the three random disturbances of line position, and
H1 and H2 will stand for the effects on line position
of the two handles operated by the participant.

Like the participants, the model is required to keep
the two distances the same, or equal to a constant
value ¢, which in this case is two centimeters:

L1=12=c (1)

Since the positions of the first two lines are deter-
mined by the sum of the random disturbance and the
handle position, while the position of the third line is
determined only by the random disturbance applied
to it, we have the following three specifications for
dependencies within the model. Here (t) indicates
temporal variations.

QI(r) = D1(¢) + HI(y)
Q2(r) = D2(¢) + H2(r) )
Q3(t) = D3(v)

The distances, of course, must be connected to the
line positions as follows:

L1(t) = Q2(1) - Q1(v)
L2(t) = Q3(1) — Q2(v) 3)

Substituting appropriately from equations (1) and
(2) into (3), we get these two equations for the ways
the two handle positions will counteract the effects
of the random disturbances in the model:

H1(t) = D3(t) - D1(t) — 2¢
H2(t) = D3(t) - D2(t) — ¢ (4)

In effect, the task of the human participants was to
solve the equations (4) simultaneously. That ability
must now be added to the model. To show how
Marken did that, I turn to Figure 8-6.

Figure 8-6 is a diagram of the model. The lines
and arrows stand for actual electrical signals, and the
boxes, ovals, and circles from and to which the ar-
rows point stand for actual functions. Nobody claims
that those functions are carried out in the computer
by components that are built like living tissue, but
only, if the model is to mirror human behavior, that
the same functions must be carried out both in the
computer and in the human, just as something must
turn axles both in a real railroad engine and in its
model. Running across the figure near the bottom
is a horizontal line with the word “system” (meaning
the organism) above it and the word “environment”
below it. Below the line you see the Handles H1 and

H2, the positions Q1, Q2, and Q3 of the lines on
the screen, the disturbances D1, D2, and D3, and
the distances L1 and L2. L1 is the distance from Q1
to Q2, and L2 from Q2 to Q3.

Above the horizontal line are diagrammed five
control systems (loops) connected in such a way as
to operate on two levels. One system appears at the
lower left. It comprises Q1, H1, and everything
labeled (1,1). System (1,2) lies to the right; it con-
sists of Q2, H2, and everything labeled (1,2). Both
systems (1,1) and (1,2) correspond, component for
component, to Figure 4-1 in Chapter 4. Beyond
system (1,2) to the extreme right lies system (1,3);
actually, it is only a part of a system. In this model,
system (1,3) is needed only to perceive Q3, and since
Q3 is never moved in this experiment, system Q3
needs no comparator and no output function.

Above system (1,1) lies system (2,1), comprised of
everything labeled (2,1). Inputs come up to system
(2,1) from all three systems at level 1, and system
(2,1) sends outputs down to both systems (1,1) and
(1,2). Similarly, system (2,2) lies to the right of system
(2,1) and above system (1,2). The systems at level 2
are not complete in themselves; that is, a complete
circuit cannot be made in this model within level 2.
A complete circuit through level 2 is made by going
down through level 1, into the environment, back
into level 1, and up again to level 2. The brain is,
of course, far more complex than this. In Part IV, I
will describe various complexities, including ways that
loops can be complete within one level.

To examine the connections in Figure 8-6, let us
begin at the lower left corner. In the environment,

we see Q1, a physical quantity providing input to the

that will be treated as input in the subsequent calcu-
lations the computer is programmed to perform. Q1
is determined partly by the random disturbance D1,
which is put into the programming by the model-
builder to simulate unpredictable events in the envi-
ronment. Q1 isalso partly determined by the handle
position H1, which will be simulated by the output
signal from this level 1 control system.

The little box labeled S(1,1) stands for the sensor
at level 1 sending the signal on in system (1,1). The
signal stays the same at this point in the model; think
of it as the incoming signal being multiplied by one.
The oval containing the summation sign, sigma, is
there only for completeness; it will make more sense
when I talk about it at level 2. P(1,1) stands for the
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Figure 8-6. A model of two-level control
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perceptual signal coming in system (1,1). Note that
it goes not only to the comparator in system (1,1)
but also on to the summation function at level 2.
Comparator C compares perception P(1,1) with
reference signal (internal standard) R(1,1) and sends
out error signal E(1,1). Effector or output function
f(G1,K1) converts the error signal into instructions
for action. In the human, the effector function would
send signals to the muscles at H1. In the model,
since there are no muscles, it sends the compensatory
signal directly to Q1. O(1,1) stands for the output
signal to HI1.

Now let us go to the top of the diagram, at level
2. The reference signals (internal standards) for dis-
tances, R(2,1) and R(2,2) are equal constants (two
centimeters) put into the program by the model-
builder. This is the specification given by equation
(1). The input “perception” comes into system (2,1)
from the three systems at level 1. The signals from
below are weighted at the boxes labeled S(2,1,k) and
summed by the summation function indicated by
the sigma. The input from system (1,1) is weighted
at—1, and that from system (1,2) at +1. Their sum-
mation, then, subtracts the position of Q1 from the
position of Q2, yielding the distance between them.
The perceptual signal from system (1,3) is weighted at
zero, and has no effect on the upper-level perceptual
signal P(2,1).

The output O(2,1) from the upper-level system
(2,1) goes downward to modify the reference signals
of the level 1 systems. At the lower-level system (1,1),
the output signal from upper-level system (2,1) is
weighted at —1, and the output from system (2,2) is
weighted at zero. The output from the upper-level
system controlling the distance from Q1 to Q2 sets
the reference signal R(1,1) to tell the lower-level
comparator how much Q1 should be moved to stay
at the right distance from Q2. The output from
the upper-level system (2,2) has no effect (weighted
zero), because Q1 will be most accurately placed if
its position depends only on Q2.

You can trace out the other connections similarly.
There are some technicalities connected with the ef-
fector functions that are needed to make the computer
simulate a continuously acting feedback loop, but I
omit them from this description. The information
putinto the programming of the model by the model-
builder to simulate the conditions under which the
human participant worked enables the model to
solve equations (4) from moment to moment. The

information includes the reference values R(3,j), the
weights S(i,j,k) and M(i,),k), and the effector func-
tions (G, Kj).

In a more complex “creature,” other systems at
level 1 would be complete loops, not truncated like
system (1,3) in the diagram, and the perceptual in-
puts at level 2 would not stop there, but would have
branches going on to higher-level systems, just as the
perceptions from level 1 in the diagram branch off
to go to level 2.

The Fit of the Model

How well did Marken’s computer model succeed in
behaving like his human participants? To test the
fit, Marken calculated the correlations between the
positions of line Q1 produced by the model and the
positions produced by the participant when both
model and participant were working against the
same three disturbances. In the same way, he calcu-
lated correlations for Q2 and the handle-positions
H1 and H2. For mathematical reasons for which I
will not take space here, Marken could not calculate
useful correlations for L1 and L.2. Table 8-3 shows
the correlations for Q1, Q2, H1, and H2, each cal-
culated from 400 data-pairs. The table shows data
for two experimental runs of each of two individual
participants and also the average correlations for all
six participants. You can scarcely ask for a better fit
than the table shows.

Assumptions

The assumptions here, those needed and not needed,
are very much the same as those I have mentioned
carlier. I'll repeat here only two points.

The use of words is reduced to the simple instruc-
tions given to the participant; no words whatever were
needed from the participant. You can check whether
the participant, every participant, is following the
instructions by looking at the data. Indeed, when you
see a participant behaving as in Figure 84, you do not
need to assume that the participant understood the
instructions or even heard them. You do not care.

The success of the experiment is not measured
by the correlation between environmental input
and action output. Instead, success is measured by
the Jack of correlation between environmental input
(the random disturbances) and the controlled input
(the perception of equal distances).
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Table 8-3. Correlations between human bebavior and models behavior.

Variable
Q1 Q2 H1 H2
Participant 1
Run 1 992 971 996 995
Run 2 983 972 989 992
Participant 2
Run 1 968 982 986 992
Run 2 983 972 989 992
Averages for six participants
Means 979 976 990 991

Excerpted from Marken (1986, table 1, p. 273).

See text for explanation of symbols.

What’s Remarkable?

What's remarkable, I think, is the almost perfect
fit between the behavior of the human participant
(every one of them) and the behavior of the model
in the computer. That fit was achieved even though
every participant had to cope with three random dis-
turbances acting simultaneously, none of them ever
repeated in a subsequent experimental run, and had
to do so by using two hands acting independently.
It was achieved, too, even though a model had to be
built that would act at two hierarchical levels and
to which it was impossible to supply a formula for
achieving the equal distances, because the model
(like the participants) had to cope with unpredict-
able disturbances.

TWO PEOPLE

All the examples of research I have shown so far in
Chapter 7 and in this one have been studies of single
persons. Now we turn to a study by Bourbon (1990)
in which two persons interfere with each other while
they pursue their own goals successfully.

Procedure

The laboratory set-up for this experiment was similar
to the set-up diagrammed in Figure 8-1 in the earlier
section called “Accuracy and Reliability”. The most
important difference was that in this experiment,
there were 7wo control systems (that is, participants),

one at the left and one at the right. Correspondingly,
there were on the screen two cursors, and there were
also two handles, one to be moved by the person at
the left, the other by the person at the right. Each
handle caused 6o/ cursors to go up and down, but
not equally. Each handle had a direct effect on the
person’s own cursor, but only half that much effect
on the other person’s cursor. Atany one moment, the
vertical position of the left cursor was calculated as the
sum of (a) the position of the left handle, (b) one-half
the position of the right handle, and (c) the value at
that moment of a random disturbance generated at
the start of the experiment. The position of the right
cursor was the sum of (a) the position of the right
handle, (b) one-half the position of the left handle,
and (c) the value of another random disturbance.

As you can see, this arrangement gives the actions
of both persons side effects on a variable (position of
the cursor) the other person is controlling. Bourbon
(1990, p. 96) says that a person’s actions

while controlling one variable nearly always affect
other variables, including many that the person
does not know exist. . . . Unintended conse-
quences are frequent sources of annoyance with
oneself (“That wasn’t what I meant to do!”) and
of frustrating exchanges (“Why do you always do
that?” “Do what?” “You know what I mean!”). . . .
But these . . . confusing circumstances are the
material from which people fashion all their
interactions, from conflict to cooperation or, as
Shakespeare knew, from blood feud to young

love.
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Results
Each person adopted the goal of keeping his or her

own cursor at a position about half an inch below
the center of the screen. As usual, the participants
had no difficulty in achieving precise control. Fig-
ure 8—7a shows the records. The wiggly lines just
below the zero-line (the center of the screen) are the
records of the two cursors. The lines that deviate far
beyond the center are the two records of the handle
positions. There was no way the participants could
sense separately the two disturbances to the effects of
their handles: (1) the disturbance applied from the
random numbers generated by the computer and
(2) the disturbance applied by the movements of the
other person’s handle. The participant perceived only
that the movements of his or her handle had varying
effects—unpredictably varying effects—on the cursor,
and that was that. To keep the cursor in the desired
position, each person moved the handle a little or a
lot as necessary to counteract the net disturbances.
The mean correlation between handle position and
net disturbance reported by Bourbon in his 1990
article (p. 101) was —.982. The correlation between
handle position and cursor position (because of the
disturbances) was of course very small: —.009.

Living creatures take varying actions (handle) to
bring about unvarying consequences (holding the
cursor in place). Bourbon (1990, p. 96) says that
control brings about a transfer of variability from one
part of the world to another:

The fact that variability disappears from the part
of the world that is controlled, only to appear in
the behavior of the person who controls it and in
variables accidentally affected by that person, causes
unending confusion in the behavioral sciences.

THE MODEL

Bourbon constructed a model of each of the partici-
pants. (I have changed the notation here somewhat
from Bourbon’s so as to make it more parallel with
the modeling I showed earlier in this chapter in the
section headed “Accuracy and Reliability.”) Let CL
stand for the vertical position of the left cursor, HL
the position of the left handle, HR the position of
the right handle, TL the position of the target, dL
the value of the random disturbance to the left cursor,
k the output or gain factor, p the perceived position
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Figure 8-7(a).

Actual control of two cursors by two persons.

(b)

0 Time (sec) 40

Figure 8-7(b).
Simulated control of two cursors by two persons.
Adapted from Bourbon (1990, Figure 3).

of the cursor, and r the reference value or intended
position of the cursor. Then the modeling equations
for the left person were:

CL=HL + 5HR +dL,
p=CL-TL, and
HL(new) = HL(old) — k(p — r).

The equations for modeling the right-hand person
were similar. Further technicalities can be inspected
in Bourbon’s (1990) article.
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As in the experimentation I reported under “Accu-
racy and Reliability,” values of k and r were estimated
from early runs of the living participants. The runs of
the model, using those values, used the same number
(1200) of predicted positions, one for each 1/30™ of
a second of each 40-second run. Figure 8-7b shows
the record of the modeling of the two people whose
record appears in Figure 8-7a. Did person and model
operate their handles in the same way to cope with
the same disturbances? For the person and model
on the left, the correlation between positions of the
actual and simulated handles was .996; for those on

the right, .995.

Assumptions

I will not repeat here the assumptions that apply to
all experimentation of this sort. There is, however,
one detail I want to mention that follows from the
basic theory. That detail is the modeling of influence
from one person to another. In common language,
we speak of influence “on” another person’s action
or even the person’s body. “Here,” we say, “hold the
knife like this,” and with our own hands, we wrap
the other person’s fingers around the knife. (Iam not
saying that is always a bad thing to do; I am saying
only that it is not what it looks like on the surface.)
But Bourbon did not model the influence by one
person on the other by connecting the output of
one person (handle movement) to the ouzput of the
other person—that s, to the line running out from
o in Figure 8-1.

He added it instead to the disturbance, the effect
of which came about through the motion the person
perceived on the screen. Note, too, that the effect
of one person on the other here was 7o on what the
other wanted to perceive (the position of that person’s
cursor), but only on that person’s handle motion—a
thing that person was 7ot trying to control. Each per-
son influenced the acts of the other, but not the pur-
pose—what the other was “trying to do” or achieve.

What’s Remarkable?

This study shows quantitatively how one person can
maintain a desired condition—can control a vari-
able—even though someone else actively “interferes”
with the control of the variable. Aslong as the inter-
ference leaves the first person enough latitude to act
on the variable without coming too close to his or her

limits of skill or physical ability, the first person may
not even notice what to an onlooker or experimenter
seems an additional disturbance. In the natural world,
control of a variable is usually being disturbed by more
than one source of disturbance. The feeling of being
in balance when we are walking is disturbed by how
we choose to apportion speed, length of step, and
angle of leaning, by changes of course, by gusts of
wind, by distractions of something interesting to look
at, by changes in footing—all those and more. If our
attention is focused on our progress toward the goal,
or if we are focused on our thoughts about some puz-
zling matter, we may notice consciously none of those
sources of disturbance, not to speak of recognizing
the resultant of them as a resultant. If our bodies are
fit, walking does not feel to us like a struggle against
multiple disturbances. On the contrary, many of us
go walking for the pleasurable feelings it gives us.
So it is with most action when we do not encounter
physical pain or internal conflict.

The instructions to the participants could have
been different. One cursor could have been put on
the screen. One participant could have been asked
to keep the cursor near the top of the screen, and the
other to keep it near the bottom. That would have
made control by either very difficult, since neither
could achieve a satisfying degree of control if the
program permitted them to have equal power over
the cursor. That condition is one of competition.
I will show a simulation of one sort of competition in
Chapter 9 under “Collective Control of Perception,”
and I will discuss competition and conflict more gen-
erally in later parts of the book.

Most of us make plans for dealing with other
people. When plans do not satisfactorily anticipate
our actual interaction with the other people, we often
scold ourselves for having planned poorly. Notice,
in this experiment, that the control being exerted by
an individual was being disturbed by another person
without the individuals knowledge. When 1 say “dis-
turbed,” I dont mean that the disturbance actually
overwhelmed the individual’s ability to control the
variable (the position of the cursor). I mean that the
individual had to take wider action to counterbalance
the disturbance and maintain the cursor in place.
That sort of unpredictable disturbance always occurs
in social situations, and, as here, its source may not
be recognized when it does happen. Sometimes we
succeed easily in coping with unpredicted distur-
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bances. We then have the feeling, especially when
we are unaware of the sources of those easily-opposed
disturbances, that we did a good job of planning.
Sometimes, however, the unanticipated disturbances
are so difficult to cope with as to overwhelm our
capabilities. Sometimes we blame fate, sometimes
the interference of other people, sometimes our own
inadequacies. Often, whatever we may choose to
blame, the blaming does us no good.
Bourbon (1990, p. 104) says:

With its elegant simplicity and effectiveness, the
control theory model stands in sharp contrast to
the complexity and nonspecificity of most theories
of coordination. Control theory offers the pos-
sibility of using the same few principles to explain
coordination at every level, from movements of
parts of our own bodies to interactions like those
in simple tracking tasks, in infant-parent dyads, in
social gatherings, in marriages, and on the job.

Bourbon (1990) investigated a couple of questions
in addition to the one I have told about here. If you
are becoming captivated by PCT, I urge you to read
the original.

MORE MODELING

Much more modeling has been done than I have
described here. To learn more about how modeling
is done, read the originals of what I have reported
here, and look up also Bourbon (1989), Bourbon
and Powers (1993), Richard Kennaway (1999), Kent
McClelland (1994), Marken (1990a), Marken and
Powers (1989, 1989a), Pavloski, Barron, & Hogue
(1990), Powers (1973, pp. 273-282; 1978; 1979a;
1983; 1989b; 1994; 1999, 1999a), and Runkel
(1990, pp. 93-99), Young and Illingworth (1999),
and Wolfgang Zocher (1999).

MODELS AND THEORIES

[ am sure you can tell that I believe a working model
to be the ruling, essential criterion for justifying, vali-
dating, defending a theory. If person M has a theory
that enables the construction of a model that behaves
like a living creature, and person W has a theory that
has not produced a model, the choice between the two
is easy. The model gives tangible, nonverbal evidence

that the theory has seized upon some of the ways
of functioning necessary to the living creature. The
theory is validated when we see the model actually
functioning in the same way as the living creature.
A theory embodied only in words, no matter how
convincing the words may sound, no matter how
logical, must remain a speculation. If theories inspire
models, we can then watch the models and compare
their performances quantitatively—not how they
might conceivably perform, but how they 4o perform.
But until a theory can produce a model, the theory
remains only one among many, with the adherents
of each hoping to convince the others, through argu-
mentation, of the superiority of their own.

Almost all introductory texts in psychology—and
many advanced texts, too, for that matter—are writ-
ten as compilations. The contents go something like

this:

Jacob’s theory of motion perception.
Jansen’s theory of motion perception.
Jacquard’s theory of motivation.
Jeremiah’s theory of motivation.
Jimenez’s theory of motivation.
Joachim’s theory of personality.
Johnson’s theory of personality.
Josephson’s theory of personality.

...and so on.

As you read along, you find that the theories of
one kind of phenomenon (such as motion perception)
seem to have little or no connection to the theories of
another kind (such as motivation). The author gives
you no way to fit together the various theories of the
various phenomena to form a theory of the func-
tioning of the whole, integrated, unitary organism.
Furthermore, the author presents competing theories
of each phenomenon as if they are all equally worthy
of your attention. You are left with the impression
that you should refer to one theory of motivation
when you are thinking about eating, another when
you are thinking about getting married, and still an-
other when you want to reduce costs in your business.
And even within one sub-domain (getting married,
let’s say), you are often left with several theories and
no criterion for choosing among them. It is, in
fact, nearly impossible to compare the excellence of
one theory against the excellence of another in the
standard textbooks, because it is nearly impossible to
judge the excellence of any single theory.
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Most experiments and other types of studies in
psychology are assessed by comparing the number
of people who behave as predicted with a calculation
of the number you would expect by chance if the in-
fluence the experimenter cares about were not acting.
If the chance of the result coming about without the
influence acting is very small, then the experimenter
concludes that the influence did cause the behavior.
But this method and the reasoning that goes with it
are very unsatisfactory, because chance events do affect
different individuals in the study in different ways,
despite the efforts of the experimenter to rule out
those effects. Therefore, when another experiment
similar to the first experiment is performed, the results
are always somewhat different, because the chance
influences are different. Often, when the result in a
first experiment is better than chance, the result in
the next similar experiment is no better than chance
or even worse.

Physical Science

Compared to psychology, it is impressive how quickly
a new concept or theory has sometimes supplanted
an older one in the physical sciences. In the eigh-
teenth century, almost all the scientists of Europe
believed that fire was produced by a substance called
phlogiston that was present in every burnable thing.
That theory may have been as widely accepted at that
time as today the theory is accepted that stimuli cause
responses. The theory of phlogiston was taught in
every school that taught anything about burning. In
1772, however, Lavoisier published reports of his ex-
periments with sulfur and phosphorus, and Priestley
his on nitrous air. Contrary to the theory of phlogis-
ton, which predicted that substances should be lighter
after burning than before (because of burning away
the phlogiston), Lavoisier and Priestley reported that
their burned substances were heavier. Three years
later, in 1775, Lavoisier published his famous Easter
memoir with further evidence that combustion was
an additive process, not a subtractive one, and Priest-
ley discovered oxygen, though he didnt say it just
that way. Three years after that, in 1778, Lavoisier
revised his Easter memoir. By 1783, the composition
of water (hydrogen and oxygen) was established. By
then, the phlogiston theory was widely discredited;
few persons were trying to defend it.

In 1789, Lavoisier published his Elementary Trea-
tise on Chemistry, which set forth the new chemistry

clearly and systematically. From the first experimental
challenge to the phlogiston theory in 1772 to its ef-
fective demise in 1783 was only 11 years. If you
want to count the publication of Lavoisier’s text as
the year of demise, the elapsed period was 17 years.
J. B. Conant (1956) speaks of “the revolution of
1775-1789.” The number of experiments sufficing
to bring about that revolution in chemistry was as-
tonishingly small. I get the impression from Conant’s
book that the crucial beginning experiments were
surely fewer than a dozen, and a few dozen more,
including those Lavoisier reported in his Zreatise, suf-
ficed to relegate phlogiston to museums. Incidentally,
those scientific giants were amateurs; none of them
had a degree in chemistry; none had a doctorate in
any field.

Einstein’s theories of relativity, too, both the special
theory of 1905 and the general theory of 1916, were
accepted with lightning speed by most physicists the
world over. When I say “lightning speed,” I mean
within two or three decades after publication.

The examples of Lavoisier and Einstein stand in
contrast, it is true, to work that lay ignored for many
decades—the work, for example, of Copernicus and
Mendel. Tam not saying that the history of physics
and chemistry has been one of unceasing lightning
strokes. But I am saying that one need not hunt there
long to find examples of the acceptance within a part
of one human lifetime of theories that upset previous
basic assumptions.

What of the science of psychology? Wilhelm
Wundt established the first psychological laboratory
at the University of Leipzig in Germany in 1879.
I am writing these words about 120 years later, after a
period in which thousands upon thousands of reports
of psychological experiments and theoretical papers
have been published. During this period, too, there
have been thousands of times more psychologists at
work than there were chemists at work during the
fall of the phlogiston theory, and the amount of
money spent on research has been several orders of
magnitude greater. Furthermore, psychologists have
had available the histories of the successes in physics
and chemistry, and psychologists often claim to have
learned something from those sciences. Surely, one
would expect to see several strokes of lightning during
those 120 years.

Let me tell you about just two explanatory con-
cepts that were highly admired a hundred years ago
in my own field of social psychology—instinct and
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group mind. Iwant to tell you about them not be-
cause I think all ideas ought to be given up after 20
years or so, or even 120 years. I do it because I think
a science that is going about its business in the right
way ought to have done some winnowing during a
hundred years or more, and if a concept was receiving
wide attention at one time, it should usually, after a
few decades, have been shown either to be worthy
of a greater share of the investigative pie or to be
a small matter much overshadowed by other more
powerful concepts, if not indeed a dead end. I can
think of a couple of ancient ideas that did fade away
into oblivion among psychologists if not among the
public at large: astrology and the humors of Galen
(2nd century A.D.). I thought of mentioning too
the phrenology of E J. Gall (1758-1828), but some
psychologists and neurologists are still claiming that
certain kinds of actions are “controlled” in certain
regions of the brain, though others (for example, W.R.
Uttal, 1978, pp. 253, 345) deny it.

Aside from those two or possibly three ancient
ideas, I cannot think of an idea about psychology
that was once widely admired and has since become
widely ignored. So let me turn to the two ideas that
were Big Ideas a hundred years and more ago, then
went out of fashion, but somehow are still in use.

Instinct

The concept of instinct was once regarded as capable
of accounting for almost all of behavior, or at least
of great swathes of it. William McDougall in his
1908 Introduction to Social Psychology and in his 1923
Oudtline of Psychology treated instincts as dispositions
residing within the person to perceive or behave in
certain ways. That is very much what psychologists
mean nowadays by the term #aiz. 1 have no idea how
old the concept of trait may be. It is probably as old
as there have been adjectives applying to animals in
any language. Modern psychologists have given up
the four humors of Galen not because they have given
up the idea of traits, but because they don't like Galen’s
four traits or the idea that they arise from fluids in the
body. Following the usage of their time, S. Freud used
the term instinct in his Instincts and Their Vicissitudes
(1915), and W. Trotter used it in his nstincts of the
Herd in Peace and War (1917). At about that time,
the term #nstinct began to go out of style, and vari-
ous psychologists took the trouble as the years went
by to tell readers that 7mstinct was no longer in favor.

Hilgard, Atkinson, and Atkinson, for example, wrote
in 1975 (p. 303) that #nstinct had been replaced by
drives during the 1920s. In 1991, however, D. M.
Senchuk apparently believed that the question of
instinct had not been firmly buried in the 1920s or
even by 1975, but still had some interest for some
readers; he published a book entitled Against Instinct.
In the meantime, a good many books were published
that continued to deal with instinct in a serious and
scholarly manner just as if it had not been declared
dead. I discovered this fact easily by leafing through
my university library’s catalog. Books containing the
term instinct in their titles appeared in every decade
following the 1920s. The more recent ones were
dated 1962, 1967 (two), 1970, 1982, 1994 (two),
and 1997. All but three of those were classified by
the Library of Congress under psychology.

Though many or even most psychologists may
believe that instinct is no longer with us, they have
no doubt about the presence of #uits, which have
been proposed by the dozens as the years have gone
by. Instinct, trait, motive, drive—those concepts
seem to have, in the minds of the authors I have read,
the character of what I call internal standards. They
seem to denote internal urges that pull the person to
a greater or lesser degree in one particular direction.
Almost all researchers using those concepts seem to
conceive those urges as having an existence somehow
apart from the individual person. That is, traditional
researchers put a name on a particular instinct, trait,
motive, or drive and look for amounts of that named
thing in more than one person—everybody, usually.
In PCT, we believe that some similarities can certainly
be noticed among the evidences of reference signals
(internal standards) in various individuals, but we also
believe that every reference signal is unique not just in
quantity, but in quality, too, by that person’s heredity
and experience. I will elaborate on the uniqueness
in later chapters.

Psychologists always measure traits on scales that
sum up points or numbers from multiple items (in,
say, a questionnaire) to yield an overall number. Some
people obtain higher numbers than others. So it is
easy to talk about one person as having a “stronger”
trait or having “more of” a quality than someone else.
The concept of trait thus becomes very much like that
of phlogiston. If a thing contains more phlogiston,
it burns more fiercely. If you have more Conscien-
tiousness inside you, you will more often keep your
promises. This is not at all the way internal standards
in PCT are postulated to function.
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Group Mind

The second concept popular a century ago and still
with us is that of the group mind—the idea that a
group of persons is somehow “more” than a collection
of individuals, that some quality can “emerge” that
is beyond the qualities of the individuals. I have
already mentioned in Chapter 5, under the heading
“Reification,” the belief of Josiah Royce in the mental
unity of the English people. I should confess that
I myself once believed in the separate reality of the
group. I can remember clearly the feeling of certainty
that I had. I remember showing social psychologist
T. M. Newcomb how I had (so I thought) proved it
mathematically.

W. S. Sahakian (1982, p. 4) says that Hegel wrote
in 1807 about a world spirit or mind directing the
evolution of civilization, that Espinas wrote in 1877
about the group mind or collective consciousness, and
Schaffle, writing about 1875, attributed purpose and
consciousness to the group mind. Emile Durkheim,
in his Suicide (1897), wrote:

Collective tendencies have an existence all their
own; they are forces as real as cosmic forces,
though of another sort. .. (p. 309 of the 1951
edition).

Gustave LeBon is famous for his book 7he Crowd
(1895). In it, he wrote:

... the fact that [individuals] have been trans-
formed into a crowd puts them in possession of
a sort of collective mind which makes them feel,
think, and act in a manner quite different from
that in which each individual would. . . (p. 30 of
the 1896 edition).

Sociologists have been coping with the idea of “a
sort of collective mind” for a long time. The ancient
Greeks and Romans (not to speak of Egyptians,
Mesopotamians, and Chinese) must have had some-
thing to say about crowds, but I have not bothered
to hunt up a quotation. In the prologue to his 1991
book The Myth of the Madding Crowd, Clark McPhail
points out that we have the phrase “madding crowd”
from Thomas Gray’s “Elegy Written in a Country
Churchyard,” published in 17501, McPhail men-
tions, too, a book of 1852 by Charles Mackay, entitled
Extraordinary Popular Delusions and the Madness of
Crowds. Though the most-quoted promoter of the
idea was LeBon, McPhail says that the idea was
easy to find in later decades; he mentions Festinger,
Pepito, and Newcomb (1952), Zimbardo (1969),

Diener (1980), and Moscovicci (1985). But by about
1970, McPhail says in his Chapter 4, some influ-
ential psychologists were “explicitly recharacterizing
individual crowd members as purposive and rational
actors rather than as individuals transformed by the
crowd. ..” (p. 109). Among other writings in that
vein, he mentions Couch (1968), Berk (1974), Tilly
(1978), and Lofland (1985). McPhail’s own book is
a thorough examination of the idea of collective mind
and a careful rejection of it. In the next chapter I will
tell you about some of McPhail’s research that made
use of PCT. I will also tell you about some modeling
of collective control done by Kent McClelland.

Sahakian says (p. 5) that 7he Group Mind (1920)
by William McDougall signaled the death of the
concept. You can see that McPhail does not agree
with that, and neither do 1. It is true that you can
find many books in addition to Sahakian’s that tell
you that nobody believes any more in a group mind.
Yet a very strong restatement of the idea appeared in
1978. J. G. Miller says on page 515 of his Living
Systems (1978):

The view that a group is a concrete reality has
weakened in recent years. . . . Certain social psy-
chologists consider a group to be no more than a
collection of individual organisms. I do notagtee,
but hold that groups are concrete entities. . . .

In that paragraph, Miller seems to imply that most so-
ciologists agreed with him in his belief thata group has
a concrete reality of its own—that only “certain social
psychologists” would disagree. Though I know of no
actual tally of that opinion, and despite Sahakian’s
opinion, I believe that most social psychologists still
share Miller’s belief. Not only do my friends among
social psychologists talk that way, but almost all of
the organizational consultants I have known have
talked that way.

It seems to me that “trait” is occasionally a useful
term for everyday conversation, but I think the idea
of a group or organization having some kind of life
greater than the lives of its members is just wrong.

There you have two examples of concepts about
which, a hundred years ago, scholars were writing
weighty tomes, and which later were declared by
scholars just as weighty to be scientifically unjus-
tifiable, but to which, as you see, still more tomes
are being devoted. When no criterion is used for
winnowing other than statistical preponderance and
argumentation, that sort of cycling can go on for still
more centuries.
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A concept will not be rejected by many of one’s
colleagues unless they are offered another idea that
lies on the better side of a criterion that can capture
the allegiance of most of one’s colleagues. In science,
that criterion has always been the empirical test.
Unfortunately, the empirical test in psychology
has long been shaped by a research method that
yields only a probability. When the experimenter’s
calculation says that the result of an experiment is
“significant,” it means only that there is but a small
chance that a result as good as the experiment gave
could have been obtained by flipping a coin instead.
The experimenter can say only, “I am probably right.”
And since other experimenters with other theories
also get “significant” results, they too can say, “I am
probably right.” And experimenters can go on saying
“I am probably right” for a hundred years, and no
concept gets firmly discarded.

Now, however, it has become possible to build
working models, and therefore it has become pos-
sible to adopt the working model as the criterion for
a successful theory. If the model works, the theory
on which it is built deserves attention. If it does not
work, one has no obligation to listen to arguments
in its favor. Whether a model “works” needs no cal-
culation of probability. If the behavior of a model
does not match the behavior of the person within
an error of a fraction of one percent, then the model
should be improved or the theory should be given up.
The match, in other words, is required to be so close
that calculating a probability of a chance result would
be absurd. PCT has at last enabled that kind of model
to be built. (The existence of electronic computers
has been necessary, t0o.)

I might also mention that social psychologists
sometimes sneer at books like Trotter’s Instincts of the
Herd in Peace and War and LeBon’s The Crowd, in
which the author proposes one concept with which to
explain large domains of behavior. Efforts like those
have been scorned as “simple and sovereign” theories.
But there is nothing of which to be ashamed in trying
to explain alot with a little. That is what Watson and
Skinner tried to do, too. A theory that explains a lot
with a little is superior to one that explains less or
uses more concepts. A theory is especially desirable
if its simple concepts can be used to build a working
model.

Concerning PCT, Powers (1973, p. 78) says:

To the extent that the model has been carried
to completion, covering all aspects of behavior,
subjective experience, and brain function, every
attempt to apply the model will test it and, where
it fails, point to what needs modification.

Only a complete model that is supposed to
apply all of the time and in all circumstances can
really be tested by experiment. If one limits the
scope of a model, failures of prediction or expla-
nation can always be attributed to effects of what
has been omitted.

NOTE ON ANOTHER KIND OF THEORY

When I write of theory in this book, I almost always
mean a theory about how something in the tangible,
“real” world functions. Examples are a theory of fluid
flow (as in pipes or over airplane wings), of stress and
strain (as in the deformation of beams under load),
of the circulation of the blood in animals, and of the
control of perception in animals. But there are also
theories about intangible things—about systems of
thought that exist only in the mind. One branch
of mathematics, for example, is called the theory of
numbers. The theory consists of definitions and
axioms from which one can derive logically sets of
numbers having certain characteristics. Another ex-
ample is the theory of chess—an examination of the
kinds of configurations of pieces on the board that
give strategic advantage. A board and pieces are not
necessary. Chess players often play “blindfold” chess,
in which they keep all the moves in their memories
and announce to each other the “moves” they are
making. The word theory is as properly applied to
those conceptual systems as to tangible systems, but
when I write here about what theory ought to be
like, I am writing about tangible systems that require
confirmation in the observable “outside” world, not
about systems that exist only in the mind.

ENDNOTE

In the list of references at the end of this book, I
have not included, from the rest of this paragraph,
the writings mentioned by McPhail.
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Some social interaction

ies demonstrating some of the key features of

PCT; namely, (1) You cannot be sure what a
person is “doing” by watching the person act. Actions
are steps along a path to a goal. Even when you suc-
cessfully divine one of another person’s goals (or your
own), there are always further goals lurking unseen.
(2) Living creatures can make their way toward a
goal effectively even when using very simple and
primitive ways of finding a path. Escherichia coli can
“steer” only by random flip-flops, but nevertheless
finds food enough. (3) When a variable changes the
way you would expect the external physical world to
cause it to change, you can conclude that no living
thing is keeping it from changing. Thatis the essence
of The Test for the Controlled Quantity—which, in
turn, is the basis for experimental method in PCT.
(4) Control is effected at many “levels.” The Test
applies to maintaining such a complex “variable” as
self-concept as well as to such a simple, “sensory”
quantity as distance between marks on a computer
screen. In Chapter 7, I described The Test in some
detail.

In Chapter 8, I described three examples of model-
making. In this chapter, I will describe, first, a use of
PCT in studying stages of development in infancy.
This study illustrates further the use of The Test.
It also gives some corroboration of Powers’s proposed
levels in the neural hierarchy. Then I will describe a
simulation of movements in a crowd, and after that
a simulation of the collective control of perceptions.
These simulations are not models of unique single
individuals, but rest on models of hypothetical

individuals.

[ n Chapter 7, I told about some laboratory stud-

DEVELOPMENTAL STAGES IN INFANCY

It is characteristic of almost all living creatures that
they change as they age. The common term for this
change is “development.” Some of the changes occur
in all the individuals of a species. Examples in humans
are growth in size, maturation of the sexual organs,
babbling, walking, and speaking words. (When I say
“all individuals,” I mean all genetically normal indi-
viduals who encounter the necessary environmental
opportunities.) Specific changes occur within certain
time periods. When individuals do not find the nec-
essary environmental matrix for the changes at the
right ages, abnormal and pathological developments
occur. Some changes that occur as we grow older
do not expand our capabilities, but instead reduce
them. Instead of calling those changes development,
we often call them degeneration.

Other changes occur in some individuals but
not in others. I speak here of changes in the sense
of types of capabilities that the individual could not
have exhibited earlier. In this sense, changes can be
called development even though they occur only in
some individuals. We speak of “developing” a skill
such as using a carpenter’s saw. Not all humans de-
velop the skill of sawing. It is obvious, nevertheless,
that genetic endowment has something to do with
sawing: at a very early age, the human cannot even
recognize the saw as a “thing.” At a later age, the
human can perceive the “thingness,” but is too small
and weak to pick up the saw. At a still later age, the
human can pick up the saw and even place it against
the wood, but the idea of purposefully moving it back
and forth may be beyond his imagination. And so
on. The creature’s genetic endowment makes sawing
eventually possible, but does not cause it to happen,
to be tried, or even to be imagined. We grow into a
bodily structure that enables us to climb trees, but if
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we grow up where there are no trees, we do not engage
in tree-climbing motions.

A great many of the opportunities for action
that we encounter are provided by our culture. Our
culture (in the U.S.A.) makes it easier for us to get
food by buying it at a grocery store than by throw-
ing a spear at a wildebeeste. Our culture makes it
easier (for most of us) to satisfy sexual desires by
becoming acquainted with possible sexual partners
in customary social activities, using language to test
possible intentions, and so on, instead of—but what
can I write here? My imagination fails when I try to
imagine how sexual behavior could go if there were
no cultural paths provided for it. What I want to
say in this paragraph is that some of our behavior is
strongly specified by genetic requirements (urinating
every day, for example) and some of it is not speci-
fied at all by genetic requirements (where we urinate,
for example). But I think it is a bootless question
whether a given action partakes more of heredity or
environment. [ wrote about that futility in Chapter
3 under “Person and Environment.”

There is the old joke about the English couple who
adopted a baby born to French parents; the couple
enrolled in a course in conversational French so that
they would be able to understand the child when it
began to speak. Our genes do not require us to speak
French, but they do seem to require us to speak. Do
our genes require us to live in groups? In families? To
produce children? Once a child has reached the stage
of babbling, is language then entirely learned, or do
our genes specify some of the structure of language?
The arguments about nature versus nurture seem to
go on forever. But not here.

The Neural Hierarchy

Investigators of the functioning of humans and other
animals often want to distinguish capabilities that
are necessarily developed by the maturing organism
from those that are merely enabled or permitted,
but not required, by maturation. Since PCT con-
ceives behavior as the varying means of controlling
perceived quantities, the developing capabilities of
the organism are conceived in PCT as developing
capabilities of perception. PCT conceives the levels
of the neural hierarchy, accordingly, as successive
levels of perceptual capability or of the inclusive-
ness of control of perception. One can describe the
hierarchy as one of successively more encompassing
control systems—control systems that control a col-

lection of lower control systems. Earlier, I gave a few
examples; one was the experiment by Marken (1986)
in Chapter 8 under the heading “Hierarchy.”

The key to thinking about the levels of the hi-
erarchy is that upper levels control the control (the
internal standards) at lower levels, but not vice versa.
If you want to walk to the library, your purpose of
getting to the library controls the way you make use
of your ability to walk, but your ability to control
your walking muscles will not necessarily steer you
to the library. Aslong as you maintain your purpose
of getting to the library, your walking will take you
in that direction, but your walking control is not
built to take you only to the library. That is, your
internal standard for seeing yourself at the library is
at a “higher” level than your internal standard for
perceiving yourself walking. I will give here a very
quick sketch of the “lower” part of Powers’s postulated
neural hierarchy. You will find much more detail and
a view of the entire structure in Part IV.

The “lowest” kind of system in the hierarchy
is the kind that is in direct contact with external
energies—the system such as the one diagrammed
in Figure 4-1 of Chapter 4, showing a sensor in the
organism and action in the environment. The per-
ception at this lowest level is the electrical excitation
in the afferent neural bundle going from the sensor to
the comparator and is a perception only of inzensizy.
It is not a perception of light, or warmth, or sound,
or pressure, but of mere intensity—of rate of neural
pulsing. At this level, there is no distinction among
sensory organs. Plooij and van de Rijt-Plooij (1990)
report that newborn chimpanzees react with the same
sort of “staccato” and “uh-grunt” vocalizations to ev-
ery kind of change of intensity:

These vocalizations are produced in relation to
any disturbance, any sudden change in intensity
regardless of the ... physical variable in which
the change in intensity occurs, such as a sudden
change in light by a. . . shadow moving across the
baby or a sudden sound, such as the creaking of a
tree branch, sudden thunder, or “breaking wind”
by the mother (p. 70).

The second level is that of sensation. Systems at this
and all higher levels send their outputs not to actions
on the external world, but only to the comparators
in lower systems. The output of a second-order sys-
tem always contributes to a reference signal (internal
standard) for a first-order system (or several of them).
Perceptions at the second level enable us to distin-
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guish from one another (and therefore to control
separately) sensations such as light, sound, pressure,
warmth, muscular effort, balance, and so on. We can
also recognize combinations of sensory signals; Powers
(1973, p. 108) gives this example of a sensation that
can be recognized by cooks and diners:

The “taste” of a steak is recognized as maximum
when a whole array of intensity signals is present,
including tastes, smells, temperatures, efforts of
biting, and even (sizzling) sounds all in just the
right proportions.

The third level is that of configuration, which is a static
arrangement of sensations. We see shapes not so much
by seeing a boundary of a thing as by seeing a difference
between one visual sensation and another. To say it
another way, we know that a thing has a boundary only
if we can experience a difference between sensations.
Ifwe are in the middle of a large field of wheat, we can be
wholly unaware of passing from the U.S. into Canada.
If we look at a cloud in the sky, there is not a line drawn
around it to tell us where it is; we see a cloud because
we can see a patch of white against a field of blue. The
edge of a cloud is often tantalizingly vague.

The fourth level is transition, which is what we see
when a configuration changes. Transition gives us a
perception of motion. We get a feeling of motion not
only from seeing the scenery go by, but also from the
run of a melody, from a sequence of fingertips walk-
ing across the skin, and from the changing tensions
in our muscles as we swing a foot.

Fifth is evenr—a perception having beginning,
middle, and end, but a rather short one having the
character of unity, not having parts. Powers (1998,
p. 144) gives examples:

. .. the bounce of a ball, the explosion of a fire-
cracker, the opening of a door, the serve in a tennis
game, a fragment of a song, a spoken word.

Powers’s examples are instructive, but we also think
of longer events such as a baseball game. It is even
possible to conceive events longer than a human
lifetime; historians have put dates on the rise and fall
of the Roman empire.

Sixth is relationship. Our language contains a
large number of words that label relationships: Near,
behind, bigger, approaching, sweeter, louder, inside,
after, away from, beloved, bossed, infiltrated, and
so on and on. The sociologists’ conception of role
names a class of reciprocal social relationship: father-
child, physician-patient, teacher-student, employer
-employee, and so on.

In Chapter 18, I will tell you about more of the
neural hierarchy: the levels of categories, sequences,
programs, principles, and system-concepts, and I will
give more detail than I have given here. I am telling
you here only enough to help myself tell you about
the studies of chimpanzee and human infants by Frans
X. Plooij and Hedwig van de Rijt-Plooij.

Evidences of Control

How can we know when we are seeing, in every-
day life, actions that a person is using to control a
particular perception? Plooij and van de Rijt-Plooij
(1994, p. 3 ff.) describe three ways. One way to look
for control is The Test (for which see Chapter 7). We
can look for—guess at—conditions in the environ-
ment that the person is causing to stay the same de-
spite events in the environment that would otherwise
cause them to change. If, despite the pulls of gravity
and centrifugal force as the mother chimpanzee moves
this way and that, and despite the displacement of
the baby chimpanzee as the mother changes her hold
on the baby, if the baby repeatedly moves across the
mother’s bosom to the nipple, we can have some con-
fidence in the guess that the baby wants to maintain
a position at the nipple. How can the neonate find
its way to the nipple? It is possible that the neonate
moves toward more warmth, since the nipple is the
warmest spot on the mother’s chest.

A second way to look for control and its level in
the hierarchy is to look at the speed of an action.
Control systems lower in the hierarchy act faster
than those higher, since the changes in sensing by
the higher systems must wait for the changes sensed
by the lower systems. Powers (1973, p. 74) quotes
a passage from a report of measurements of human
tracking motions; certain muscular movements in the
tracking sequence required .07 and .10 of a second.
Plooij and van de Rijt-Plooij (1990, p. 69) say that
first-order control systems “are very fast—about 0.1
second or less.” They then go on to say,

Furthermore, since control systems oscillate
when they become unstable, with higher-order
systems oscillating more slowly than lower-order
ones, the frequency of oscillation provides infor-
mation about the order of control involved. For
example, “clonus” oscillations result from unstable
first-order systems when muscles exert excessive
effort. They oscillate at about 10 [cycles per
second]. Several types of “tremors,” such as in
Parkinsonianism, oscillate at approximately three
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[cycles per second], evidencing second-order in-
stability. Finally, overcorrection, such as over- and
undershooting the target while reaching out for
something, results from third-order instability.

A third way to look for control is to compare the vari-
ability at adjacent levels. Control results in keeping
a variable unchanged—even if the variable is rate of
change. A variable being controlled by a system at a
certain level in the hierarchy will remain controlled
from that level as long as a control system at a higher
level does not send a changed reference signal to the
lower system. That is, the system maintaining a
variable unchanged is the system at the highest level
doing any controlling of lower systems. In Chapter 8
under “Hierarchy”, I told how Marken used a
“stability index” to compare the variability of control
between two levels of perception.

I sit here at my keyboard, and my desire to watch
the words that are appearing on the page sets the
reference values for the lower systems that control
my place of sitting, seating posture, the inclination of
my head, my rate of breathing, and other matters that
maintain my concentration on the page. Butwhy do
I'watch the page so intently? I do so because I want to
see a certain meaning taking form and finally stand-
ing out from the page, revealing itself in scintillating
clarity and significance. As I see the words getting
closer to that moment when I will thrill myself with
the flowering of my thought, my posture and my
breathing keep me firmly oriented to the page.

But now, as my ability to seize upon the right
words slackens, as the right shade of meaning seems
suddenly to elude me, and as I wonder whether I
should doubt even the fragrance of the meaning itself,
the blank white paper repels my eye, the keyboard
becomes a fractious goblin, and my lungs pull in a
deep draft with which to strengthen my spirit amid
my mind’s disorder. I abandon now my seated place.
I pace the floor. I ask myself in a dozen ways how I
can find once again that clear path to that clear idea
I want to convey. Control has left the level of the
keyboard and has gone up to a level of hunting for
paths to meaning.

Chimpanzees

Plooij and van de Rijt-Plooij studied the onset of
ability to control perceptions at various levels in chim-
panzee infants. I draw what I say here from Plooij
(1990), Plooij and van de Rijt-Plooij (1989b, 1990,
1994), and from van de Rijt-Plooij and Plooij (1987,

1988, 1993). Plooij and van de Rijt-Plooij began
this series of studies in 1971 when Plooij went to the
Gombe National Park in Tanzania, East Africa, to
observe free-living chimpanzee infants. Plooij found
that Powers’s hierarchy of control was very helpful in
organizing his observations of the chimpanzee infants.
I quoted Plooij and van de Rijt-Plooij a couple of
pages back concerning the uniform and undiscrimi-
nating vocalizations of the chimpanzee neonate at the
occurrence of any sudden change in physical energy
affecting its sense organs. Plooij concluded that con-
trol systems higher than the second order were not
active in the neonate. The behavior of the neonates
were, however, very much ruled by sensations—the
second order of control:

For instance, thermoregulation plays a partin the
“comfort-contact search” and rooting toward a
nipple. That higher than second-order systems are
not yet achieved can be concluded by employing
two of the three strategies [for ascertaining level
of control]. Lack of variability in the “comfort-
contact search” is the first indication that no more
than two orders of control are functional. Aslong
as the temperature is deviant from the optimal
state, the “comfort-contact search” proceeds; as
soon as the optimal temperature is obtained, the
search stops. This implies that there is one fixed
target value or reference value for this system.
The speed with which the neonate’s head os-
cillated from one side to the other during rooting
provides the second indication that no more than
two orders of control are operating. This occurs
with a frequency of 2 to 3 [cycles per second]. . . .
If this frequency is compared with the frequency of
a clonus or a tremor, rooting may be considered to
result from an unstable second-order control sys-

tem (Plooij and van de Rijt-Plooij, 1990, p. 70).

The third order—configurations—comes at about
two months of age:

The speed with which the head oscillates during
rooting has changed. Rooting has been replaced
by the head-turning response. One turn of the
head from one side to the other lasts 2 seconds
instead of 1/3 to 1/2 second. The oscillation has
become slower; thus a higher order must have be-
come operative. The chimpanzee baby 2 months
old and older does not whimper anymore when
ventro-ventral contact is broken. Thus variability
hasappeared in the “comfort-contact search.” This
variability in second-order control indicated that
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a higher-order control system must have become
functional, allowing the second-order reference

signal to vary (p. 70).

Plooij and van de Rijt-Plooij go on to give sev-
eral other evidences for the control of configuration.
Then they turn to the fourth level—#ansitions. This
comes at about three or four months, and all move-
ments of the infant become much smoother; trem-
ors and jerky movements were no longer to be seen.
At five months, the fifth level appeared, and events
were observed to be under control—examples are
walking, climbing, and picking fruit. Here, too, Plooij
observed the first serious conflicts between mother
and infant. The mother for the first time restricted
the infant’s access to the nipple and sometimes even
used force to pull the baby off. The baby then had to
take the initiative to maintain ventro-ventral (front-
to-front) contact. Next, at seven to nine months,
a sixth level arrived—the control of relationships.
The infants began to place an “object o7 r9p of head,
object into neck pocket, object against belly, and
so on” (p.72). Finally, toward the end of the first
year, the infants began to show the ability to control
programs. Examples were “fishing” for termites with
a stem of grass, building a nest, and gathering food.
At this same time, the infant began to spend more
time off the body of the mother and even to make
occasional forays beyond the mother’s reach. Plooij
(1990), Plooij and van de Rijt-Plooij (1990, 1994),
and Vanderijt and Plooij (2003) give considerably
more detail on this than I have taken space for here.
[ urge you to read the original writings.

Van de Rijt-Plooij and Plooij (1987, 1988) con-
ducted studies, too, on the progress of chimpanzee
infants in achieving independence from the mother.
The Plooijs discovered that independence increased
in jumps, each jump preceded by a conflict between
mother and infant. In recounting their findings,

Plooij and van de Rijt-Plooij (1994, p. 368) say,

... this sequence of regression-conflict-jump
started at exactly the same ages at which the new
control systems emerged.

For instance, the ability to perceive and control
so-called “configurations” emerged at two months
ofage. ... The. .. infant was able [then] to cling
to the mother, and the mother abruptly stopped
... supporting and carrying the infant.

Plooij and Rijt-Plooij go on to describe several other
stages at which the infant’s ability to recognize more
encompassing kinds of perceptions was matched by

a greater independence from the mother in bodily
position. They say then:

We think that the maturation of the new types of
control systems only create new potentials or, in
other words, learning instincts. Actual reorgan-
ization of the infant’s overt behavior and the actual
learning of new skills depend on the interaction
with the situational-social context.

So, the infant may never develop certain skills
if it does not get the opportunity or if it is not
forced to do so. For instance, ... chimpanzee
babies in captivity [can] show a delay of many
months in taking their first step, because they were
not forced to do so.

... [the] mother contributed by demanding
that the infant reorganize its behavior according
to its new potentials. Furthermore, during the
conflict periods, the mothers never rejected the
infant as a whole, but only certain aspects of its
behavior. Thus, mother-infant conflict and even
maternal aggression has its positive effects in that
it enhances development (p. 368).

Van de Rijt-Plooij and Plooij (1988) reported also
that conflict was followed by the infant’s illness when
a mother asked too much of the infant.

Humans

The Plooijs also studied the development of human
infants. Van de Rijt-Plooij and Plooij (1993), p. 230)
say,

Similar processes seem to be at work in human
infants. They are found to be ill more often at
certain ages . . ., and also human infants appear
to experience ‘regressive periods” regularly from
week 5 onwards. . . . It was found that normal
infants go through 10 regression periods at sur-
prisingly similar ages.
The Plooijs took data weekly by questionnaire and
interview from 15 mothers with babies under 20
months old. They discovered “distinct periods of
conflict between interests of mother and infant [peak-
ing] around the ages of 10, 13, 20, 27, 40, 48, 55,
64, and 78 weeks” (p. 233).

The studies carried out by the Plooijs show, even
without constructing working models, how PCT can
guide an investigation. PCT can suggest kinds of per-
ceptions for which to look and methods of detecting
them. In showing the connection between illnesses
and “deficiencies and excesses of caretaking” (Plooij
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1990, p. 133), PCT can be very specific about ages
and the nature of “deficiencies” and “excesses.” In a
summary of their study, Plooij and van de Rijt-Plooij
(1994) say,

The big surprise was the fact that we found no less
than ten regression periods! [in 85 weeks]. At least
three more than the developmental transitions.. . .
reported so far in the literature. . . . This is under-
standable if one realizes that most studies did not
sample frequently enough (p. 371).

Apparently something fundamental is going
on ten times in the first twenty months. We be-
lieve this something fundamental is the emergence
of new types of control systems with new types
of perception and new types of learning instincts.
Each time this happens, the infant is off-balance
and has to adapt, to reorganize. . .. when the
mother starts being annoyed and mother-infant
conflict follows, the infant is forced to start us-
ing the new learning instincts. It enters the zone
of next development. In doing so, it shapes the
new potential into new skills. . . . It is during these
developmental transitions, brought about by the
learning instincts, that the roots of culture are
formed (p. 372).

What’s Remarkable?

Notice how the studies by the Plooijs differ from the
usual studies of development. Instead of listing or
cataloging actions, the Plooijs look for expanding ca-
pabilities of perception—that is, for successively more
complex purposes. The Plooijs must look for actions,
of course, such as moving toward the nipple, moving
away from the mother’s body, showing distress, and
so on, but the Plooijs do not simply catalog those
and other actions according to superficial similarities.
They look for actions they can use in one of the three
ways they described earlier of hunting for a controlled
variable. As the chimpanzee or child comes to use
some actions as a means through which higher-level
perceptions can be controlled, and then as still higher-
levels begin to take over control, the sequential devel-
opment of more and more encompassing capabilities
can be traced. At the same time, the behavior of the
mother can be understood as a part of the environ-
ment that provides prodding (or fail to provide it) at
the time when the child has developed the capabil-
ity for a new level of learning, and then as a part of
the environment provides support (or fails to do so)

as the learning proceeds. Finally, the hierarchy of
perception provided by PCT enables the Plooijs to
draw their insightful parallels between chimpanzees
and humans in their developmental behavior. One
of the crucial keys to profitable research is knowing
what to look for.

In a communication to the CSGnet of 9 August
1999 on “Extending a thought on learning,” Powers
sums up:

What the Plooijs reported was that just after a
new level comes into view, its operation looks
stereotyped, as if the reference signals were not
being varied by a higher level of control system.
But as the next level begins to form, random varia-
tions appear, so that for a time behavior seems to
become /Jess organized, even regressing to earlier
stages. The likelihood that a child will become
sick increases greatly during this period. Then, as
the new level starts to get organized, signs of the
new control capabilities are seen, and order reap-
pears while the new kind of control is practiced.
I don’t doubt that reorganizations continue
through life, at all levels. However, as each level
acquires a broader range of controlled variables,
and as all the levels acquire increasing skill, the
occasions for reorganization become fewer—that,
after all, is the point of acquiring the systems in the
hierarchy, to learn systematic ways of controlling
one’s experiences so that the large errors that drive
reorganization don't happen any more.

The Plooij’s (writing as Vanderijt and Plooij, 2003)
have written a book whose title is just as fascinating
as the rest of the book: 7he Wonder Weeks: Eight pre-
dictable, age-linked leaps in your babys mental develop-
ment. Itis a treasure trove for anyone contemplating
parenthood—one’s own or that of others.

THE CROWD

The animal mind looks for associations, relations,
patterns. It is no surprise that evolution produced
animals with that capacity. If animals did not have
it, they would have to hunt anew for water whenever
they got thirsty, because they could not perceive pat-
terns they could remember as signs of the path to
water. They would not be able to find their own
offspring. Like all our capacities, however, this one
sometimes leads us astray. We look so persistently for
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connections that we sometimes see connections where
there are none. We flip on a light switch and the
doorbell sounds; it takes us a moment to realize that
a coincidence has happened, not a causal sequence.
Earlier today, I was carrying a large book in front
of myself as I walked toward my wife. Isuddenly
thought of something I wanted to say to her, and I
stopped to face her, holding the book between us.
She reached out and took the book from me.

“What do you want with that?” I asked.
“Nothing,” she said, “I thought you were handing

it to me.”

Seeing connections where there are none happens
to all of us several times a day—and you have my
permission to change “several times a day” to any
number you prefer. It happens to scientists in their
work as scientists, too. One of the long-standing
topics in sociology is The Crowd. It is easy to see
patterns in the behavior of people in crowds. Toward
the end of Chapter 8, I told a little about the idea that
crowds have a life of their own quite beyond the lives
of their members. That idea is very much the same
as the idea that groups are living systems in the same
ways that individuals are—an idea of long standing
among social psychologists.

It is easy to see and hear patterns. A person mov-
ing through a crowd may be trailed by a dozen oth-
ers. A cheerleader waves a pompom and hundreds
of people shout in unison, “Rah! Rah!” A hundred
people move down an aisle of a church and spread out
into the seats on both sides in very orderly fashion,
with or without ushers. The priest intones, “Let us
pray,” and the members of the congregation recite
the prayer in unison. To what extent must “the
group” seize hold of the individual, somehow, for
those patterns to appear? Clark McPhail and some
colleagues have explored this question by examin-
ing some modeling done with PCT of individuals
moving among other individuals, each individual
having internal standards about its relation to other
individuals, but with no internal standard specified
for the group as a whole—with no postulation, that
is, of the group as a whole having any effect on the
individuals. The question McPhail and colleagues
posed was whether a model could exhibit some typ-
ical patterns of “crowd behavior” without the model
containing any influence from the crowd as a whole
on the individuals.

O o ©

Figure 9—1.

At McPhail’s request, Powers developed the pro-
gram Crowd Simulation to simulate various kinds of
movements within a crowd, as reported by McPhail,
Powers, and Tucker (1992). This program is available
at the publisher’s website (see back cover) among the
Tutorials and Simulations, by which you can replicate
these simulations as well as they are replicated here.

Figure 9—1 shows a single individual (P) moving
from upper left to the large circle at the lower right,
while being careful (so to speak) not to collide with
the persons (symbolized by the small circles) stand-
ing about. The program parameters are set to give
P the goal of reaching the large circle. The program
also sets an internal standard for P’s proximity to
the other “people”—not too close! (The program
represented by Figure 9-1 actually contains more
than those two reference signals; it contains refer-
ence values for direction of movement and speed
of movement, for example. The original article by
McPhail, Powers, and Tucker gives detail on such
matters and a technical appendix as well. Similar
research is reported by Tucker, Schweingruber, and
McPhail, 1999.) Figure 9—1 shows nothing about a
pattern within a crowd. Iinclude the figure here to
show you what the movement of a single individual
will look like in further figures. Figure 9—1 shows
the kind of element or building-block from which
further simulations were assembled.

Figure 9-2 shows the movement of two persons,
each of which is defined (programmed) in exactly
the same way as the person in Figure 9-1. The two
Ps avoid bumping into each other just as they avoid
the stationary persons among whom they make their
ways. They begin near each other at the upper left,
and they move along fairly close to each other. An
observer might easily conclude that the two were
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Figure 9-2.

moving together purposely. They were not, how-
ever, programmed to do so; they were programmed
to act independently. You will have noticed that the
placement of the stationary “people” in Figure 9-2
differs from their placement in Figure 9-1. They
will take still further positions in later figures; they
were placed in new random positions at every run of
every simulation. As you have seen in earlier chap-
ters, trying a model in an environment containing
randomly influential events is a standard feature of
research in PCT.

Figure 9-3 again shows two people moving
through a crowd of stationary people. This time,
however, each moving person was programmed not
only to move toward the target at the lower right,
but also to move toward the other moving person.
These two persons seem to keep themselves closer to
each other than did the two in Figure 9-2; indeed,
they now and then cross each other’s paths. The as-
sociation is tighter than in Figure 9-2, though I am
not sure to what degree it would seem so if we were
looking at the moving Ps on the computer screen

Figure 9-3.

unaccompanied by the trails that show here in the
figures. Be thatas it may, the pattern in Figure 9-3 is
still one given by the controls within the individuals.
Each individual P “wants” to be near the other as it
moves along. The program for the simulation did
not include a criterion for closeness or maximum
distance apart as a characteristic of the moving pair.
Each moving P was separately programmed to move
toward the other moving . Nothing hangs in the
air between them or in the heavens above to keep
them chummy. The chumminess results from the
individual actions of each.

Figure 9—4 shows four moments in an episode of
following a leader. The leader, D, is programmed to
move from the lower left to the circular target at up-
per right. Fourteen other persons begin at upper left.
They are programmed only (a) to pursue D and (b) to
avoid contact with one another. The clustering of the
followers and the final ring around D look very much
like what we see when followers move in an open
space to stay close to, say, a politician or a preacher.
Or one can imagine the fans of an entertainer before
a hotel or a theater. Again, this very orderly process
results wholly from the internal standards (purposes)
of the individuals.

McPhail, Powers, and Tucker (1992, p. 7) say:

. . . there are at least three ways in which two or
more purposive actors . .. can generate similar
reference signals that result in . . . collective ac-
tion. . . . First, two or more individuals may gen-
erate independently the same or similar reference
signals. . . . Second, two or more individuals may
generate [them] interdependently. . . . Third, two
or more individuals may adopt voluntarily or obe-
diently the reference signal(s) offered by a third
party [italics omitted].

Figure 9-2 illustrates the first way: independent action.
Figure 9-3 illustrates the second: interdependence. We
can think of Figure 9—4 as illustrating independent
action, and we can also take it to illustrate voluntary
adoption of a reference signal, since each P takes its
direction of movement from D. I will write more
about this view of coordinated action in Chapter 35
under “McPhail.” The patterns in the figures here are
only a few of the patterns you can see in the article
by McPhail, Powers, and Tucker. In all the multi-P
patterns, we can see movement that looks very much
like the kind of thing called “system” by people who
write about general systems theory; for example:
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Figure 9-4.

A whole which functions as a whole by virtue
of the interdependence of its parts is called a
system. . . (Rapoport, 1968, p. xvii).

A system is a set of objects together with rela-
tionships between the objects and between their
attributes. Our definition does imply of course
that a systems has properties, functions, or
purposes distinct from its constituent objects,
relationships, and attributes (Hall and Fagen,
1956, p. 81).

[In living systems,] their subsystems are inte-
grated together to form actively self-regulating,
developing, unitary systems with purposes and
goals (J. G. Miller, 1978, p. 1027).

That talk of interdependence, relationships, and pur-
poses, it seems to me, would describe the impression
almost anyone would get from the motions depicted by
Figure 9—4. The impression would be illusory, tempt-
ing though it might be. W. Thomas Bourbon (1995)
says of the study by McPhail, Powers, and Tucker:

The social phenomena illustrated here were
[earlier] reported in studies by the sociologist
Clark McPhail and several colleagues of people
in gatherings of many kinds—including situations
in which it is popular to say that people are “out
of control.” ... simulated stationary people oc-
cupied randomly different locations, so the paths
followed by D and P were necessarily different
on each run, illustrating one of the defining
features of control: unvarying ends created by
variable means in a variable world. Control was
achieved with no central, hierarchical commands
and with no formal decision rule. . . . The various
trajectories and the arc that formed around D at
the destination are characteristic of many instances
of social interaction and organization: they occur
with no plan or advance intention, and there is
no need for the actors to be aware their actions
produce those externally observable consequences

(p. 162).
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. . . these results suggest an answer to the question
of whether animals in social groups such as flocks,
schools, or swarms must know they are part of
such a structure or whether their actions might
simply become coordinated with those of their
immediate neighbors when each of them controls
its own perceptions (p. 165).

What’s Remarkable?

Earlier, I asked to what extent “the group” must some-
how seize the individual if such patterns are to appear.
Judging by the simulation carried out by McPhail
and colleagues, typical patterns can appear without
any influence whatever from “the group” as an entity
existing beyond its individuals. The complexity of
the path of a P in this simulation does not come from
environmental stimuli; it comes from P’s possession
of several simultaneous goals: to avoid collisions,
to remain at a specific minimal distance from an-
other person, and to increase the proximity to a goal-
position. These internal requirements combine with
the positions of external obstacles to produce the path
taken, the consequence. The program contained no
influence from “stimuli”—no active environmental
forces of any kind. Further research remains to be
done, of course, including research into interaction
that uses words and other symbols.

Finally, the pattern in Figure 9—4 gives me the
excuse to mention a complaint that critics of PCT
research sometimes make: that so much of it consists
of studies of tracking. My answer to that is, “What
is life?” (There I go again, falling into a foolish way
to ask a question.) More exactly, “How else do we
manage to stay alive?” Tracking is what we do at
every moment. Think of the reference value as the
target—the reference value of whatever controlled
variable you wish to think about. And think of the
value you are perceiving the variable to have now as
the marker you want to bring into match with the
reference value. And think of the action you take to
bring the discrepancy to zero as what you do with
the game-handle or the mouse when you are tracking
on the computer screen. The negative feedback loop
does not know whether you are tracking with a cursor
on a computer screen or tracking the expression on
the face of your beloved or tracking the meaning of
the words you are typing,.

Look again at Figure 9—4. If you think of lead-
ership as something that one person does to other
people (perhaps through the magic of charisma), or if

you think of leadership as energizing other people in
much the same way as you might wind up a toy and
send it across the floor, then you will not see track-
ing in Figure 9—4. You will see one person pulling
others, as on strings. But if instead you believe that
individuals act because of the discrepancy between
their perception of (a) where they are and (b) where
they would like to be, then tracking is precisely
what you will see in Figure 9—4. The interpersonal
pattern we call leadership comes about by tracking,
though charisma, inspiration, instruction, directives,
scoldings, goal-setting exercises, quality-control
discussions, planning retreats, and all the rest can serve
as targets to the potential followers (trackers) that
they may choose to accept and track, if their internal
standards permit. To be followed, a leader must find
or provide opportunities for others to track the goals
the leader is offering, if they wish to do so. I will say
more about leadership in Part VII.

COLLECTIVE CONTROL
OF PERCEPTIONS

In Chapter 8, you saw how tracking a target on a com-
puter screen could show the functioning of human
perception and action and could display the theorized
connection between the two with an accuracy never
achieved before the advent of PCT and the computer.
In this section, I will show still another sort of insight
that can be reaped from tracking a target, this time
when two persons (or more) undertake to control the
same perceived quantity while their capabilities are
constrained in some way. The results illuminate some
matters about which sociologists have speculated for
a long time. Here I am drawing upon a series of
simulations carried out by Kent McClelland (2004).
The key finding is that “the collective control of
perceptions can stabilize variables in a shared envi-
ronment, even when interactants conflict” (p. 1).

Procedures and Results

McClelland began by recording the tracking done by
an actual person.

Figure 9-5 (from McClelland, 2004, Figure 2,
p- 8) shows the record. The vertical axis shows de-
viation above and below the target position (marked
as zero). The horizontal axis indicates time in six-
teenths of a second. The program applied a random
disturbance to the cursor, a disturbance that could
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Figure 9-5.  Data from a tracking experiment

be countered by moving the computer’s “mouse.”
The pattern of the disturbance is shown by the dot-
ted line in the figure. As you can see, the person
was able to counter the effects of the disturbance by
moving the mouse almost exactly in opposition to
the disturbance (the mouse movement being shown
by the thin solid line), with the result that the cursor
was held very closely to the zero target position
(the thick solid line). Recalling Chapter 8, you will
not be surprised by Figure 9-5.

McClelland then built a model in the computer
to simulate the person’s behavior. He did that in the
same way the researchers of Chapter 8 did. When
McClelland ran the model against the same curve of
disturbance shown in Figure 9-5, the result (as you
might expect) was that the model produced move-
ments of the simulated mouse and the simulated cur-
sor that were very close to the movements the person
had produced. Indeed, the correlation between the
mouse positions produced by the person and the
model was 0.998.

The next step was to build a simulation of coop-
eration. McClelland did so by putting zwe simulated
“persons” into the computer. They were identical
except for the rapidity with which they acted to
correct their perceived errors. In the simulation of
a single person, McClelland used a “gain” of 500.
The “gain” factor in the equations of the model de-
termines the speed of recovery from perceived error;
the units of gain are arbitrary. In the simulation of
two cooperating persons, McClelland gave one “per-
son” a gain of 200 and the other a gain of 300. But
now I will stop using the word “person” in quotation
marks. I am now referring to computer circuits that
are negative feedback systems and are given gains and

a few other constants that enable them to behave
like the actual person whose traces we saw in Figure
9-5. Accordingly, in speaking of the circuits in the
computer that simulate the actions of persons, I will
hereafter call them syszems.

The two simulated persons (systems) were given
the same controlled variable: the vertical distance be-
tween the cursor and the target at the middle of the
screen. And they were given the same reference value:
a distance of zero. These instructions in the models
would result in both systems taking counteractions
against the disturbance, and the counteractions would
have the effect of reducing any distance between the
cursor and the zero position. McClelland then ran
the two systems simultaneously against the same
disturbance curve as before.

The result is shown in Figure 9-6 (from Mc-
Clelland, 2004, Figure 4, p. 10). You can see im-
mediately that the two systems held the cursor just
as close to zero as the single person had done. You
see, 00, that the degree of counteraction of neither
system is equal to the degree of the disturbance, but
the sum of the two counteractions is just what is
necessary; the reason, of course, is that 200 + 300 =
500. This result, so easily seen in the figure, matches
our everyday recognition of the fact that cooperating
people can produce results of which a lone individual
would be incapable. In Figure 9-5, you can see that
at one place the person had to exert an effort (on the
vertical scale) of almost 100 units, but in Figure 9-6,
you can see that neither person had to be capable of
exerting more than about 60 units. (The ratio of 60
to 100 is the same as the ratio of 300 to 500.) There
is certainly a lot more to be said about cooperation;
I'll say more in later parts of the book.
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Figure 9—6.  Simulation of Cooperative Control

Now suppose the two persons, although both
want to control the same variable, want to hold it at
different values. McClelland’s next simulation used
the same two systems (model “persons”), but now
changed the reference values away from zero. He
gave one system the reference value for the cursor of
+1.0 and the other a reference value of —1.5. Again,
the same disturbance was applied as before.

The outcome is shown in Figure 9-7 (from Mc-
Clelland, 2004, Figure 5, p. 13). Two features leap
to the eye. First, the two systems held the cursor

200 =

Output from System 1

100 =
Disturbance

AV

-100 Output from System 2 /

~

just as close to zero as they had done when they were
cooperating. They stabilized the perceived variable
even though they were in conflict over it in the sense
of having different positions at which they “wanted”
to hold it. Second, that equilibrium was maintained
only by efforts at counteraction that became greater
and greater as time went on. The efforts of both sys-
tems were escalating without limit. Both systems were
working not only against the random disturbance,
but also against the disturbance put to the cursor by
the other system.
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Figure 9—7.  Simulation of Conflictive Control
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Figure 9-8.  Simulation of Conflict with Limits on Outpur

The models behind Figure 9-7 were built to
produce conflict—and did. Nevertheless, the result
on the cursor of their conflictive efforts looked exactly
like the cooperative effort we saw in Figure 96! Here
we see both conflict (evidenced in the escalating ef-
forts of the systems) and a kind of coordination that
produces the same stabilizing result as cooperation.

McClelland (2004, p. 13) says:

However, empirical instances of ostensible coop-
eration masking the underlying conflict, or else of
conflictive situations which produce stability over
the long term, are not too hard to find. Frequent-
ly, groups like political parties, “dysfunctional”
families, or academic departments are fraught with
internal conflicts, yet carry on their activities from
year to year with little change. The simulation in
(] Figure 5 implies that such high-tension arrange-
ments—which satisfy none of the participants but
still provide enough stability for everyone to carry
on—may be the rule rather than the exception for
interactions of control systems.

Real persons, however, cannot interminably increase
their efforts against competitors.

See how much more energy is needed in Figure 9—7
to produce the same result shown in Figure 9-6!

McClelland next altered the models so as to put
limits on the degree of counteraction that could be
brought to bear. He made two changes in the models.
First, he put a maximum of 100 units on the output
of each system. Second, he set the reference values

farther apart. He gave a reference value of +10 to the
system having the gain of 300 and a reference value
of =15 to the system having a gain of 200. The gap
between reference values was then wide enough to be
discernible on the plot, as you can see in Figure 9-8
(from McClelland, 2004, Figure 6, p. 14).

The figure shows very well how the fortunes of
competitors fluctuate, sometimes overcoming the
onslaught of environmental change (the disturbance)
and sometimes being overwhelmed by it. It shows,
t00, how a variable can stay within narrow limits de-
spite the strong tugs from competitors. McClelland
(2004, pp. 14-15) explains:

As long as the two outputs are equally balanced
against each other, the only force leading to any
change in the environmental variable is the dis-
turbance, and the environmental variable begins
dutifully following the disturbance, until the dis-
turbance pulls the variable outside of the disputed
region between the reference lines. Whenever the
variable reenters the disputed region, the system
whose reference line has been crossed can relax
enough to move away from its output limit and
thus begin again to control. So, the variable stays
near the reference line for the system in control.
The control lasts, however, only until the distur-
bance begins pulling the variable back toward the
other system’s reference line, at which point the
first system once again runs into its output limit
and loses control.
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Looking carefully at [] the Figure 6, one can
see that the agent pulling in the upward direction,
aided by the disturbance which is pulling the same
way, keeps the cursor near its own reference line
from about 50 to 175 on the horizontal (time)
scale of the graph. From then until about 250,
the two agents trade control momentarily while
the disturbance fluctuates near zero, until the
disturbance (by veering sharply in the negative
direction) hands over control of the variable to the
agent pulling downward. Finally, from about 400
until almost the end of the run, the disturbance
moves back inside the “dead zone” (Powers 1973,
p- 255) between the reference lines, and the vari-
able is no longer controlled by either agent but
simply follows the path of the disturbance.

Comparing Figures 9-6 and 9-8, two differences
are plain. First, control of the perceived variable is
much more stable when both persons have the same
goal—the same reference value. Second, the amount
of effort expended when the two persons are striv-
ing toward separate goals (as in Figure 9-8) is much
greater than in the cooperative case. Still, although the
controlled variable goes up and down somewhat under
conflict, it often remains, in ordinary life, sufficiently
between limits so that organized social life can cope
with the variation without too many people being
pushed past their output limits. On the other hand,
although controlled variables often remain sufficiently
controlled, the values at which they are controlled
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-100 4
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sometimes draw more effort from individuals than
they can tolerate, and they reorganize their control
hierarchies in ways that many of us deplore. That, at
any rate, is one way | interpret the rising populations
of prisons and of the homeless in the United States.

Finally, McClelland examined one of the ways of
resolving conflict.

Figure 9-9 (from McClelland, 2004, Figure 7,
p- 16) shows the result of agreeing to adopt the same
reference value, so to speak. This simulation began
with the same conditions used for Figure 9-8, but
after the first 50 time units had passed, the program
changed the reference values of the two systems so
that both were now zero. This is analogous to two
persons, after struggling against each other for some
time, abruptly agreeing to a compromise position.

For the first 50 units of time, you can see that
Figure 9-9 is exactly like Figure 9-8. But after that,
the two courses of events differ. In Figure 9-8, the
output curves repeatedly go to their limits of +100 and
—100; in Figure 9-9, the two output curves gradually
approach each other. At the start in Figure 9-9, the
output curves go to their extremes in about 40 time
units, but after the two systems adopt their compro-
mise, the output curves do 7oz return to something like
Figure 9-6 (the cooperative case) in 40 time units or
even in 500. This slow approach to cooperation after
conflict is common in ordinary life—in families, busi-
ness organizations, legislatures, international relations,
even “friendly” games with their “sore losers.”
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Figure 9-9.  Simulation of Limited Conflict and Conflict Resolution



Part Il Research: Chapter 9 Some social interaction 117

Parallels and Extensions

The slow approach has also been found in studies of
actual people in reasonably natural events; one of the
most notable is the one by Sherif and others (1961),
in which adolescent boys in two summer camps
were observed while they dealt with some arranged
difficulties. The experimenters brought together
boys from two summer camps for a series of athletic
contests; competition and hostility developed quickly.
After that, the experimenters arranged conditions in
which the boys could get what they all badly wanted
only by bringing to bear all the hands from both
groups. For example, Sherif and Sherif (1969, p. 256)

summarize one event as follows:

One day the two groups went on an outing at a
lake some distance away. A large truck was to go
for food. But when everyone was hungry and
ready to eat, it developed that the truck would not
start (the staff had taken care of that). The boys
got a rope—the same rope they had used in [an]
acrimonious tug of war—and all pulled together
to start the truck.

That event was one of several events with “superordi-
nate goals” (the Sherifs’ term) that enabled the boys
to revise their internal standards about cooperating
with members of the other group. At the end of the
camping period, the numbers of friendship choices
made to the other group had risen a great deal in
comparison to the earlier competitive period (from
six percent to 36 percent in one group and from eight
percent to 23 percent in the other; see pp. 119 and
187 of Sherif and others, 1961). Nevertheless, as
you can see from those percentages, far more than
half the choices remained in the chooser’s own group,
even after the lengthy and compelling experiences in
which cooperation was unavoidable. (I could not
find any information about the numbers of days that
passed in the various stages of the experiment.) In my
opinion, by the way, this experiment, widely known
as the Robbers Cave experiment, is one of the jewels
of social-psychological research.

Oddly enough, though everyone has experienced
this slow return to trust and cooperation after con-
flict, stress, and distrust, almost everyone seems ready
to forget that necessarily slow return to trust when
mounting a program of social change. Aftera period
of stress—for example, after a strike by employees
against managers—it is common for someone to
stand up and say something fatuous like, “Let’s

put the recent unpleasantness behind us and all get
together now and put our shoulders to the wheel!”
Another sort of example occurred in the 1970s when
the people at the National Institute of Education be-
came discouraged at the failure of many of the proj-
ects they had funded in the hope of bringing about
improvements in the public schools. Many projects
they had funded for three, four, or even five years left
behind them very few schools that were making use
of what the research had presumably discovered. In
the hope, therefore, of increasing the ratio of benefit
to cost, the Institute changed to a policy of funding
most research for only a year, so that if no benefit was
shown by then, they could easily stop that funding
and put the money elsewhere. That was a strategy
by which they hoped to make important changes in
educational and social practices that had been in place
for decades and even centuries, and in which thou-
sands, even millions of persons had large investments
in money, careers, and self-regard.

[ am not saying that it is always impossible for so-
cial change to occur quickly; all of us can cite examples
of social change that did occur quickly, such as the
patterns of urban living made possible by the advent
of millions of automobiles—an example, by the way,
of just the kind of coordinated action resulting from
individual motives that McClelland has simulated.
[ am saying, however, that it is folly to have much
confidence in advance that a large-scale change can
be brought about at a rate much faster than the rate
at which most changes in society do take place, es-
pecially in cases where a number of interdependent
people risk losses in the change.

It is easy to see in Figure 9-9 why the return to
the cooperative pattern of Figure 96 is slow. When,
after about 60 time units, the internal standards of
both participants have moved to zero, the two systems
succeed (from about 60 to about 120) in keeping the
cursor very close to zero. At about 120 on the time
axis, you can see that the output of System 2 reaches
its limit of 100 units of effort and stays there until
about time 140. During that short span, the distur-
bance is rising sharply, and the output of System 1 is
falling sharply in counteraction. Indeed, the output
of System 1 is falling more sharply than it would if
the output of System 2 had not reached its limit.
The result is that the outputs of the two systems
draw together slightly. Their approach is difficult
to see (for me, anyway) without actually measuring
the vertical distance between the two curves. But if
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you do actually measure the distance between the
output curves at about 120 and at, say, 200, you will
see that they have come toward each other by a good
bit. And that happens again between about 270 and
310 on the time axis, when the output of System 1
has reached its limit. Ifyou look closely at the output
curve for System 2 at the point where the curve of
System 1 reaches its limit (at about time 270), you
will see right there a sudden upward increase in the
slope of System 2’s curve—an increase sufficient to
counteract the difference between the disturbance and
the counteraction that System 1 is able to supply. And
the result there, too, is to bring the two curves closer
together, as you can see if you measure the distances
at about 310 and anywhere later. These occasional
approaches of effort can occur, because neither system
wants to pull the cursor away from where the other
wants it. There are some further interesting techni-
calities about Figure 9-9 that I won't go into here;
you can read about them in McClelland’s (2004)
fascinating article.

Suppose you have been working at a job for some
years, and the management announces that now you
are going to become a member of a “quality circle”
in which you are going to talk about how work is
carried out in this company and ways in which the
work or the working conditions could be improved,
and the chairperson of the quality circle will report
those ideas to the managers. (Or suppose any other
kind of sudden and unusual change in any kind of
organization you wish.) Some few people will be
delighted at the prospect and will plunge eagerly into
such discussions. Typically, however, employees will
wonder what kind of action will be safe to take. They
will have become accustomed to the levels of variables
they want to control at work, and they will be accus-
tomed to the methods they use to do so—or to try
to do so. They will have learned that certain kinds
of action—perhaps making suggestions to managers
about how to do things—control the variables no
better and sometimes worse. They will, typically, wait
warily before they try new sorts of actions. What can
happen, however, is what you see in Figure 9-9.

They (these typically cautious people I am talking
about) will continue to pull in their usual ways against
disturbances to variables they want to control, but a
time arrives when they see a variable about to get out
of control even though they are pulling against it as
hard as possible—and then others come to the rescue;

they put out extra effort to keep the variable where
all want it to stay! Then the person can see a way of
controlling the variable that he or she did not previ-
ously think was available—namely, get a little help
from your friends! It takes time for that kind of thing
to happen. There are, of course, many other kinds
of events that can happen that can enable persons to
discover new ways to control the variables they care
about. My point is that those events do have to hap-
pen before the typically cautious person can discover
that the other methods are safe.

The clarity that Figure 9-9 shows concerning
the slow recovery of cooperation is due to the strong
and simple connection between the two simulated
systems. First, the two systems “care” about only
one variable (position of the cursor). They do not
care what color the cursor is or whether the other
system is a friend. Neither “knows” in any way that
the other exists—which is often the case in ordinary
social life. Neither cares about the rate of recovering
cooperation—again, they have no way of “knowing”
that such an idea (or variable) as cooperation exists.
Second, both systems are set to control the same
variable. So the “world” of these two systems is as
simple as it can be, and what happens anyplace in it
immediately affects the perceptions of both systems.
In contrast, coordination of large numbers of people
can be much looser in both the nature of the variables
controlled and in the values of those variables acting
as reference values. But even so, many perceived
variables are controlled in society despite great dif-
ferences in the variables and their reference values, as
we will soon see. To repeat, a variable held close to
a certain value by the combined outputs of a large
number of people can now and then change rather
quickly because the ties among a large number of
people are much looser than the simple tie illustrated
by Figure 9-9. Often a group of people can make
changes quickly in a social routine simply because
other people do not care (have an internal standard)
about what the group wants. On the other hand, the
very features of the models illustrated in Figure 9-9
are sufficient to hold a social value in place for along
time and allow it to change only very slowly.

McClelland (2004, pp. 17-18) comments:

. .. conclusions drawn from simple control-system
simulations about social conflict and cooperation
can apply to interactions involving not just two or
three people, but thousands or millions, all seeking
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to control their imperfectly shared perceptions of,
for instance, the outcome of a political contro-
versy. The most important finding from these
simulations has been that interacting control sys-
tems need not hold the same reference standards
in order to achieve cooperative outcomes. . . . As
long as systems with conflicting reference values
can stay inside their maximum limits of output,
their interaction results in joint control of the con-
tested environmental variable. As Powers (1973,
p- 255) puts it, conflicting control systems will
stabilize the environmental variable around the
“virtual reference level” of the group as a whole,
even when all the individuals within the group are
experiencing uncorrected errors.

Consider what happens when large numbers of
people all become involved in controlling a single
perception, say the outcome of a national political
decision. The participants in such a widespread
cooperative-conflictive interaction can represent
all shades of opinion, or in other words might
hold as many different reference values as there
are participants. People will then pull in many
different directions to adjust their perceived real-
ity to fit their preferences. Because everyone is
experiencing perceptual errors, except those few
whose preferences approximately match the vir-
tual reference value of the group as awhole, nearly
everyone may end more or less frustrated with
the situation. As PCT points out [see Chapter
21], prolonged errors generate negative emotions.
Some participants may throw maximum effort
into the interaction, pulling as hard as they can,
while others act as free riders, observing butadding
nothing to the collective output, and still others
become totally apathetic, turning their attention
elsewhere. Others may cope with perceptual
error simply by adjusting their reference values
to match the status quo as they perceive it. The
action depends on participants’ reference values,
their energy and endurance, other disturbances
affecting them, and other perceptions they seek to
control. If some participants with extreme views
“max out” in their output, it will have little effect
on the collective outcome as long as those with
more moderate views can maintain their control
by keeping their own output within reasonable
bounds. . ..

A virtual reference value will emerge from the
interaction and decide the outcome. To an indi-
vidual participant, it might well seem as if some
invisible superhuman control system is imposing
stability, since no action by that single individual
will have noticeable impact. The individual can
pull, give up, or start pulling just as hard in the op-
posite direction without perceptibly budging the
virtual reference point. But even if no particular
individual’s contribution counts for much, the
collective outcome is wholly determined by the
joint efforts of the participants. . . (p. 17).

To an individual it may feel as if some external
force has determined the outcome, and it may
even seem as if the control which emerges is the
responsibility of some virtual collective actor,
personified, perhaps, as “the group,” “the fam-
ily,” “the corporation,” “society,” the “great leader,”
or even “God.” Although illusory, this virtual
collective actor may appear to have human and
even superhuman qualities, in that the outcome
of the collective control is indistinguishable from
the stability that could have been produced by
a single, powerful control system. No wonder,
then, that sociologists in their explanations of
social structure have invoked hidden collective
entities! Sociologists, too, have experienced the
same illusion. . . .

The stability produced by any widespread
collective control is also likely to last longer than
the results of any single individual’s efforts. Thus,
the virtual actor will seem not only to be stronger
than the individual, but usually slower as well. If
only a few individuals are involved, an episode of
collective control may be over in minutes, but col-
lective control involving large numbers of people
generally takes longer to get organized and longer
to die out. Individuals participating in the effort
of collective control may come and go, but the at-
tention span of the virtual actor will appear to last
from the time the first two participants get togeth-
er till the time the last two quit. Some efforts of
collective control—for example, the maintenance
of a building or public monument—may even
continue for centuries, as generations of caretakers
succeed each other. . . . virtual social actors can
appear to change their minds, though typically
more slowly than individuals do. Consider the
slow drift in the currently fashionable vocabulary

of a language. . .(p. 18).
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McClelland (2004) also points out that once in a
while a few persons can start a sequence of events
that makes it possible for the “virtual reference level”
to change appreciably in a surprisingly short time.
For example:

If enough participants in an effort of collective
control can coordinate their changes in reference
values, thus generating the social power of a new
alignment (see McClelland 1994), the resulting
lurch in the collectively controlled variable can
be revolutionary. A dramatic example occurred
across Eastern Europe in 1989-92, as Com-
munist governments toppled almost overnight,
not because of any armed conflict, but because
millions of inhabitants of the countries agreed
with new leaders that a change had taken place.
Not everyone needed to come to that agreement,
but when enough did, the outcome was no longer

in doubt (p. 19).

Now it is easier to explain why some large-scale
changes can occur quickly and some require decades
to get started and decades to die out. The toppling
Communist governments are a good example.
Virtual actors come into being to hold in place a value
of a variable that people care about—that is, that they
have reference values about. And virtual reference
levels can change if the levels of enough individuals
change; this circumstance is what McClelland men-
tioned in the quotation just above. There were many
ways in which many people were dissatisfied with the
existing governmental operations, and many people,
including many political leaders, were thinking that
Western forms of government might bring better con-
trol of the variables they cared about. Furthermore,
those opposed were too few and not persuasive.

But change can also happen quickly in a society
when a change that begins to happen (for whatever
reason) fails to affect variables that many people care
about. The advent of the automobile, for example,
eased the satisfaction of many purposes while fail-
ing to obstruct immediately many purposes that
many people cared about. Very few people could
envision the changes that later came upon their
neighborhoods, their streets, the air they breathed,
the nation’s arable land, and so forth. No virtual
actor was protecting us from the adverse effects of
millions of automobiles. In brief, large-scale change
can occur comparatively quickly (1) if few people care
about the changes that begin to occur or (2) if many

people, including many influential people, begin to
conceive an attractive direction of change while, at
the same time, the people opposing that direction of
change cannot gather effective support. In this second
case, where large numbers of people do care about the
direction of change, they must, if change is to occur,
have some degree of agreement about the direction.
If everybody wants intensely to change, but various
factions rush off to all points of the compass, only
turmoil will result.

I will take up the point of organizational and social
change again in later chapters. Here I have wanted
chiefly to let McClelland show you how PCT can
illuminate (and model) a puzzle of social life that has
bedeviled (and begodded) people since time imme-
morial—including sociologists when they came into
existence a century or two ago (or three?—it is hard
to pinpoint the emergence of their profession).

McClelland (2004) goes on in his article to
talk about further fascinating matters. Using the
viewpoint of PCT, he puts some interesting mean-
ings on cooperation, conflict, obstruction, and ac-
commodation. Iwill postpone my remarks about
those matters to later chapters. The big point here
is McClelland’s point that “most episodes of collec-
tive control of perceptions will involve a mixture of
cooperation and conflict” (p. 19). A great deal of
social life, in other words, can look like Figure 9-7,
in which the participants are spending a good deal
of effort (sometimes a great deal) to pull the value of
the variable toward their reference values against the
opposite pull of people having other reference values;
all (except those who don't care) experiencing a good
deal of frustration in the process, but continuing to
spend the effort because to give up would allow the
value of the variable to depart even more from their
reference value and increase their sense of wrongness
(error).

What’s Remarkable?

Finally, let me point out once more that the patterns
in all the figures are there only because of the model
of individuals. Tt was not necessary to make any as-
sumptions, any theorizing, about something lying
between the individuals—only about what lay within
each. The assumptions behind the PCT model of the
negative feedback loop were sufficient to show these
patterns of collective behavior that we recognize in
our society.
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CIENCE

n Chapters 6 through 9, I exhibited some

ways that researchers have tested, through

actual observations, some assertions made

by PCT. I said, too, that you can carry out
more precise demonstrations on your own computer
by running tutorials, demonstrations and simulations
found at the publisher’s website

http://www.livingcontrolsystems.com.

AsIwentalong, I made some remarks about research
method and scientific assumptions. Those are impor-
tant matters for this book, because PCT makes some
assumptions about science and research that are very
different from those common in traditional academic
psychology, and I want to be explicit about them.
That is the purpose of the chapters in Part III.

Traditional psychologists test their understanding
of human behavior by predicting acts. Examples read
something like this: More people among those who
answer “yes” to certain questionnaire items will also
prefer certain kinds of recreation than among those
who answer “no.” Or this correlational form: People
who score high on a test of Phebephobia will also score
high on a test of Pontiphilia, and those low on the one,
low on the other. It is no surprise to anyone that only
some of the people observed turn out to conform to the
predictions. Traditional psychologists feel vindicated
when the portion who do conform is larger than one
would expect from pure chance. That is the reason I
refer to that sort of research as nose-counting. In my
1990 book I gave it a more formal label: the Method
of Relative Frequencies.

Adherents of PCT do not try to predict particular
acts such as scoring high on something. Neither do
they count noses. PCTers insist that the correctness
of an assertion derived from PCT must be found jus-
tified in every individual tested. The demonstrations
and experiments described in Chapters 6 through 9,

for example, were published even though they were
performed with few participants, because the authors
(and other PCTers) are ready to discard the theory
or revise it radically if one person shows up reliably
behaving contrary to the PCT prediction.

PCT is tested by modeling (in the manner I de-
scribed in Chapter 8 under the heading “Models and
Theories”) and by using The Test for the Controlled
Quantity that I described at the end of Chapter 7
under “The Test.” The Test is used to examine every
sort of question about PCT. It is used to investigate
how nerves work together (physiological psychology),
how people can see transitions (sensory psychology),
how two or more people can interfere with one an-
other’s purposes (social psychology and sociology),
and so on.

PCT does not claim that all animals have the
same number of layers of control (humans probably
have the most), and it does not claim that the ner-
vous system of an octopus has the same gross mor-
phology as that of a human, but it does claim that
the negative-feedback control loop (Figure 4-1) reigns
supreme. Furthermore, the claims of PCT about
behavior are pertinent to all sciences (and to all lore,
too) that deal with living creatures, because all those
sciences make assumptions about the functioning of
individuals—ethology, sociology, political science,
economics, medicine, and all the rest. It is with that
attitude that the chapters in Part III are written.

Chapters 10, 11, and 14 through 17 discuss some
assumptions and procedures in regard to which PCT
differs from conventional psychological science.
Chapters 12 and 13 are reprints of two articles that
I think reveal with special clarity the view of science
embedded in PCT. I print them here unedited, de-
spite their technicalities, because I want you to see
these scientific reports in their pristine beauty.
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REVIEW

Here is a nutshell review of what has gone before.
If you forget everything else you have read so far,
please remember the following as you read the chap-
ters in Part ITL.

Action springs from the circular causation between
internal standards and environmental disturbances to
controlled variables.

The relation between nonliving things and the en-
vironment is very different from the relation between
living things and the environment. Living things
initiate action, and they expend much greater energy
than the energy received by the sense organs.

The distinctive characteristics of living things are
(1)they act with purpose, to control perception,
(2) they operate through negative feedback loops, and

(3) causation in the loop is circular and simultaneous.
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‘Don’t fool yourself

ow do you know what you know?
I have asked that question (or words
to that effect) of a good many persons.

Asking it about some piece of presumed knowledge

a person has offered me, I have got various answers:

I just know, that’s all!

(Somebody) told me so (or I heard it on the radio).
I read it (someplace).

I saw it in a movie (or on the TV).

Weell, it stands to reason.

I saw it myself (or it happened to me once).

I read a report of a study (or experiment).

I did a study (or an experiment) on it.

I don't claim that those examples have sharp bound-
aries among them; I mean merely to say that the
answers ranged from a vague faith (even if heartfelt)
in a verbal statement to a careful personal inspection
of palpable events. There are many ways to come to
know something.

KNOWING SOMETHING

And what is it to “know” something? Everybody (I
think) is aware of the distinction between knowing
something and knowing abour something—more
precisely, the distinction between having the direct
experience of something and having ideas about it
or being able to say things about it. Someone might
ask, “Do you know the Fiji Islands?” and you might
reply, “Well, I've read about them, but I've never
been there.” With that reply, you are implying that
while you have memories of what you have read abouz
Fiji, there are experiences of which one can acquire
memories only by having been there. Or someone

mightask, “Do you know how to ride a bicycle?” and
you might reply, “Well, I've seen a good number of
people riding bicycles, so I have a pretty good idea
how to go about it.” But no matter how confident
you may be of your knowledge, you might not suc-
ceed in wobbling down the street on your first try or
your second or even your third. Do you know the
fragrance of the frangipani flower? Well, you can be
told about it, read about it, or smell it yourself.

The kind of knowing to which I give the most
attention in this book is the kind that enables you to
control a perception of some variable that is affected
by the “thing” the knowledge is about—and to con-
trol that perception by acting on the world outside
your own neural net. If you know the location of
the Fiji Islands, you can control your perception of
your distance from them. The “thing” your knowl-
edge is about is your distance from Fiji. A couple
of perceivable variables (among many possible) that
would be perceivable aspects of that distance are (a)
the distance you read or calculate from an atlas and
(b) an announcement by a flight attendant of the
name of the next airport you will be landing at and
your translation of that information in your mind
into approximate miles yet to go to Fiji. If you know
the fragrance of frangipani, you can buy some of that
kind, instead of lilac, if what you smell in the bottle
matches your olfactory memory.

How can you know where Fiji is? If you have not
been there, you can go by what someone tells you or
by what you read in a book or see on a map. Those
words or maps constitute instructions for getting
there. Suppose you live in Chicago. The words or
maps tell you, in effect, that one way you can get to
Fiji is to buy a ticket that will take you first to San
Francisco, then Hawaii, and then Fiji. But how do
you know that the words or maps can be trusted?
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On current city maps, | have found streets that do
not exist and blanks where streets that do exist should
have been drawn. In the end, the only way you can
be sure that you can get to Fiji by going through San
Francisco and Hawaii is by trying it yourself. That
kind of knowledge (seeing it yourself) is what is cus-
tomarily called “scientific.” Also “empirical.”

Science goes further than speculating about
where Fiji might be or what it might be like or how
you might get there. Science is about getting there.
Science offers criteria for knowing when you have
arrived at Fiji. It also offers guides for telling other
people how to get there. To abide by those criteria,
it is not sufficient to answer, “I just know, that’s all!”
And though it may be interesting for many purposes,
itis not scientifically sufficient to say, “My travel agent
told me how.”

Sometimes people complain about the scientist’s
insistence on wanting to see for himself or herself.
“Nobody can always see for himself,” they say. “Most
of the time, you have to take somebody’s word for
it.” That’s true. You can’t get your daily work done
if you are always off to Fiji or Bulgaria or the moon,
checking on whether they actually are where people
say they are. But if I want knowledge that can be
verified, then I want instructions on how to verify it.
If someone tells me that the moon revolves around the
earth, I want the person to tell me how I might check
up on that myself, even if I do not intend to do so.
If the person cannot tell me how to check for myself,
then I must take her assertion as merely one more
speculation among others. If someone tells me that
the earth is four billion years old, more or less, I want
the person to tell me about the procedures through
which I can reach such a figure for myself. And if
someone tells me the earth is about four thousand
years old, I want to know that person’s procedures,
too. What the person tells me will be maximally use-
ful if the information is in the form of the functions
and organization in a model.

Insisting on verifiable assertions is the first ne-
cessity in the procedure we call science, but of course
carrying out a verification can be very complex.
Alot of this book is about the complexities. My point
here is simply that science deals with the external, veri-
fiable world, and therefore a scientific inquiry must
begin with an empirically verifiable assertion. Sill,
scientific procedures are often difficult and subtle,
and scientists sometimes honestly think themselves
to be on the road to Fiji when they are actually head-

ing elsewhere. Once in a long while, too, a scientist
fabricates data. That is sad and dangerous—though
I think the proportion of scientists who do that is
very much smaller than the fraction of manufacturers
who pollute the water supply, and usually, I think,
the perfidious scientists do less harm to public health
and welfare.

The scientist’s point is that if there is no way
to compare an assertion about the external world
directly with that external world, then there is no
way to resolve competing claims. You can appoint
a referee, but that only postpones the difficulty. You
can have someone tell you the Revealed Truth, but
that too only postpones the difficulty; you may find
yourself having to admit, after people have thrust
contrary evidence upon you for some 350 years, that
you should not have insisted that the sun revolves
around the earth.

TAKING A VOTE

You can take a vote. You may burst out laughing at
that suggestion, but it has been made seriously many
times. Petr Beckmann (1971) tells us thatin 1897, a
bill was introduced in the state legislature of Indiana
entitled, “A Bill Introducing a New Mathematical
Truth.” The bill declared the value of pi (the ratio
of the circumference of a circle to its diameter) to
be 9.2376. . ., which, Beckmann wrote, “probably
represents the biggest overestimate of pi in the his-
tory of mathematics” (p. 174). The bill was actually
passed by the Indiana House of Representatives, and
was about to be voted on by the Senate when the fact
came by sheer chance to the attention of a professor
of mathematics at Purdue University; he “coached
the senators,” Beckmann says, and the Senate voted
to postpone further consideration of the bill. It may
seem strange that those persons to whose hands the
welfare of the state of Indiana was entrusted should
believe a geometrical or physical fact to be susceptible
to legislation, but I should mention that in recent
years, articles have appeared in psychological journals
and in journals devoted to the philosophy of science
in which physical facts such as the acceleration of
gravity have been claimed, if T understand the authors
correctly, to be no more than conventions or matters
of “social reality”—that is, an agreement among a
large number of people that objects approach each
other in that way.



Some time in the 1940s, the Illinois legislature
passed a bill to establish a statewide testing program
for high schools. The bill specified that 70 should
be the passing score for the test! In contrast to the
Indiana case, that specification by the Illinois legis-
lature could actually be carried out, although it was
completely meaningless, since the bill made no speci-
fication about the nature of the test items, how many
items the test should contain, how the items should
be weighted in the scoring, or anything else that could
affect the meaning of “70” or its effect on the lives
of students and teachers. I cannot imagine, either,
what the legislators could have meant by “passing.”
As far as I know, and I was associate director of that
program for seven years, no one ever used the test as
a gate through which students were to “pass” from
one condition into another; educators used it chiefly
for academic counseling.

When I was teaching an introductory course in
social psychology (a good many years ago), I formed
the students into groups of four to six persons and
asked them to think of something they would like to
know about the social world on campus but would
not likely find in books. I wanted them to learn how
one could go about getting observable information
directly from the observable world. One group told
me they would like to find out whether belonging
to a fraternity or sorority caused students to get
lower grades, on the average, than students who did
not belong to those organizations. I told them that
sounded feasible for research, and I asked them to
come back in a few days with a plan for finding the
answer to that question. They returned in a few days
and told me that their plan was to go to some frater-
nities and sororities and ask the members whether
they (the members there) thought they were getting
lower grades than students who did not belong to
fraternities or sororities. I don't remember any more
of the conversation, but if I had asked them what they
proposed to do about the differences in opinion they
would inevitably gather, I suppose they would have
said they would count the responses in the manner
of a vote and declare the winner. I think it is sad,
by the way, that people can get to be sophomores
in college and still have no other conception of
getting knowledge from the observable world than
asking somebody else for the answer (or reading
some author’s answer). It is possible, of course, that
when a professor asks college students to get some
information, almost all students immediately think
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of asking someone for the information (or asking a
book), because that is the way almost all professors
and other teachers have almost always told students
to get information.

I had an instructive experience when I was one
of a faculty of a high school. At the opening of the
school year, we learned that the superintendent
wanted us and the faculty of the other high school
in the district to discuss curriculum revisions once a
month and make recommendations for change at the
end of the school year. As the meetings came and
went, it became clear that one member of the other
faculty and I were together in disagreeing with all
the other teachers on a fundamental point or two.
At the end of each monthly meeting, a committee
would put before us, for a vote, a proposed recom-
mendation that seemed to sum up what the majority
found pleasing. That other fellow and I would often
vote against the proposal. At the last meeting of the
year, when all the recommendations were bundled
together to be forwarded to the superintendent, we
two said we would submit a minority report. At that,
one person stood up huffing and puffing in outrage.
After we had been outvoted at every vote, he asked
rhetorically, how could we possibly still hold to our
opinion? As farasI could tell, he did honestly believe
that any normal person, seeing that he or she was in
opposition to a firm majority, would be convinced
that his or her opinion was simply wrong. I am not
sure whether that fellow thought we were physically
or morally defective. Maybe both.

What happens in traditional psychological re-
search seems to me something like that. A majority
of participants, or enough to be beyond mere chance,
actas the experimenter predicted they would, and the
experimenter then reports, typically, that “the sub-
jects” acted that way. Or the experimenter says that
the participants were “tending” to act as predicted.
That way of talking (and subsequent acting) seems
to me very much as if each participant’s act is taken
as a vote for or against the experimenter’s hypothesis.
Some of my colleagues, upon hearing my dissent from
that method of coming to a conclusion from data,
react with very much the same outrage as the faculty
member at the high school.
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SHIFTING PROPORTIONS

The fact that psychological experiments continue,
decade after decade, to turn up behavior that goes
contrary to prediction has of course been bewailed by
many researchers. Here I will quote only Cronbach’s
(1975, p. 123) lament. He remarked about the fact
that the conditions under which observations of
behavior are made keep changing. He offered this
analogy:

The trouble, as I see it, is that we cannot store
up generalizations and constructs for ultimate
assembly into a network. It is as if we needed a
gross of dry cells to power an engine and could
make only one a month. The energy would leak
out of the first cells before we had half the battery

completed.

A good example of the kind of change Cronbach had
in mind is exhibited in an ingenious study by Urie
Bronfenbrenner (1958), who reviewed the studies
that had been made of child rearing practices in the
lower and middle classes between 1932 and 1957.
The earlier studies had found that lower-class parents
were more permissive with their children, in several
ways, than middle-class parents. Bronfenbrenner
said that researchers in the earlier years typically
characterized “the working class . . . as impulsive and
uninhibited, the middle class as more rational, con-
trolled, and guided by a broader perspective in time”
(1958, p. 422). Later studies, however, found the
differences between the two classes to be less than the
earlier studies had found, and by the middle 1940s,
the differences had vanished! Was this finding, so
confidently proclaimed during the 1930s, merely one
more social-science mirage? Was it perhaps merely
the product of sloppy research? No. Bronfenbrenner
showed that the direction of change was a reliable one,
and as the years went by, studies increasingly showed
that the middle class had become more permissive
than the lower! The change, however, was not one
of exchanging positions. Parents in both classes had

ecome more permissive, but parents in the middle
class had changed the more rapidly. Here are excerpts
from Bronfenbrenner’s summary:

Over the past quarter of a century [1932-1957],
American mothers at all social-class levels have
become more flexible with respect to infant feed-
ing and weaning.

Class differences in feeding, weaning, and
toilet training show a clear and consistent trend.
From about 1930 till the end of World War II,
working-class mothers were uniformly more per-
missive than those of the middle class. . . . After
World War II, however, there has been a definite
reversal [of the difference].

Shifts in the pattern of infant care—especially
on the part of middle-class mothers—show a strik-
ing correspondence to the changes in practices
advocated in successive editions of U.S. Children’s
Bureau bulletins and similar sources of expert
opinion.

. . . socialization practices are most likely to be
altered in those segments of society which have
most ready access to the agencies or agents of
change (e.g., books, pamphlets, physicians, and

counselors).

In brief, what Bronfenbrenner’s study showed was that
at one period, lower-class parents were more permis-
sive in certain of their child-rearing practices than
middle-class parents, at another period there was no
difference, and at another period the reverse was true.
The research did not show, as most researchers in the
1930s and early 1940s mistakenly thought, that being
in a certain social class caused parents to adopt certain
child-rearing practices. It did not show the reverse,
either—that being predisposed to certain child-rear-
ing practices caused persons to move, by the time they
had children, into a certain social class. The research
showed that parents in both classes were capable of
choosing their child-rearing practices, and they did
so partly with the aid of what they read and heard
from presumably knowledgeable people. Research of
this head-counting sort is useful for discovering the
current balance of opinion (which is what Bronfen-
brenner did with impressive skill), but (as Cronbach
propetly pointed out) it tells us nothing that we did
not already know about the nature of humans.

The mistaken conclusion that most psychologists
(and some sociologists, too) adopted in the 1930s
about child-rearing practices illustrates another way
we often fool ourselves. We ascertain the present
practice or state of affairs and then conclude that what
we observe to be the case now is what 7ust be so at
every time and place—or at least in many times and
places that we think are similar in some way to the
present case. In the example I am using, the wrong
conclusion was that certain child-rearing practices



were characteristics of social class. The attitude at the
time had the flavor of: Look at those people; thats
the way those people are.

That kind of reasoning, combined with the
assumption that the cases going contrary to the
researcher’s prediction somehow do not count, pro-
duce a strange conclusion that I have often found in
the journals on business management. For example,
a researcher might classify thirty companies according
to their style of management and then look at their
profit record during a relevant period. The researcher
predicts that those using management style M will
show higher profits than those using style Q. Let us
say that the researcher then finds nineteen of the thirty
companies conforming to that prediction; nine com-
panies using management style M have above-average
profits, whereas ten companies using style Q have be-
low-average profits. The researcher then recommends
to managers that they 7oz use management style Q.
But we also see in the data that six companies (let’s say)
using style Q also have above-average profits! (This is
the sort of data-pattern and conclusion I have found
every now and then in journals such as Administrative
Science Quarterly, Group and Organization Manage-
ment, Academy of Management Journal, Organizational
Dynamics, and the like.) In such an array of results,
the plain fact is that some of the companies (nine)
are highly profitable while using management style
M, and some of them (six) are highly profitable while
using style Q. I see no reason to tell managers to stay
away from style Q. If six companies can profit from
it, maybe others can profit also. Maybe style Q fits
your company better than style M. It might be bet-
ter to judge by what you know about the capabilities
of your company than by the “vote” of nine to six
reported by the researcher.

SIMPLE SCIENCE

The word science is used in many ways. Sometimes
people use it to label any body of knowledge, as
social science or library science. Sometimes people
use it to label any repeatable, systematic endeavor
(“She has it down to a science”). One meaning my
1982 American Heritage Dictionary gives is “the
observation, identification, description, experimental
investigation, and theoretical explanation of natural
phenomena.” That, I suppose, is the meaning pre-
ferred by most people who call themselves scientists.
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Some scientists say that no description is scientific
that is not stated in mathematics. I certainly do not
want to argue about what science “really” is. I will be
satisfied to claim that the kind of endeavor most of
us call science is shaped by the urge many people feel
not to fool themselves about what they think they know.
In a communication to the CSGnet of 13 February
1995, Wm. Powers wrote the following:

For me, science is simply trying to know about
things in a way that is influenced as little as pos-
sible by what I want to be true, hope is true, or
believe is true. Scientific methods are mainly
tricks and techniques that help to keep us from
fooling ourselves, which even the most famous
scientists have done quite frequently. People who
don’t take precautions against fooling themselves,
of course, do it even more frequently.

The real pay dirt in science comes when you
try to disprove a theory, particularly your own
theory. You say “If this theory is true, then by its
own logic if I do X then Y HAS TO HAPPEN.”
So you immediately arrange to do X, and you look
very critically to see if Y happens. If it doesnr,
you're finished: you've at least put the theory into
deep trouble, and at best have destroyed the the-
ory. I say “at best” because if a theory can be so
easily disposed of we should do so immediately
to avoid wasting any more time on it.

The problem is that doing this doesn’t come
naturally to human beings. . . . Once we start to
BELIEVE a theory, it becomes very difficult to get
up the motivation to try to disprove it.

One thing you can do is to keep it as simple as
possible. If you can think up a simple theory like
PCT in which you can do tests involving only a
few variables, and make predictions in a way that
clearly shows failures if they occur, and if no test
you can think of (within the rules of the theory)
is failed, then youre more or less forced to accept
the theory, for the time being, because you just
don't see any way out of it.

HISTORICAL AND
AHISTORICAL METHODS

One claim found in many books on psychological
research method is that many causes of present action
lie in the past—psychoanalysts are especially wont to
say that. If you bought yourself a hat yesterday, or
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a month ago, does that fact cause you to wear a hat
today? Well, if it is a cool day today, and you want
to go outside for a while, you are much more likely
to wear a hat than you would be if you had no hat.
Statistically, people who buy hats are somewhat more
likely to wear hats at a later date than people who do
not buy hats. Bug, at that later date, the hat owner
is under no causal necessity to wear a hat. The hat
owner, on that fateful day, is free to choose whether
to wear it or not.

On the average, gun owners are more likely to
fire guns than people who do not own guns. But the
gun owner is not physically caused, pushed, fated to
pull a trigger.

Some sciences devote a large amount of attention
to the history of the materials with which they deal.
Geology, for example, discerns what is possible and
what is impossible by finding evidences of changes in
the earth’s crust over billions of years. The Himalayas
exist because an antarctic continental plate moved
northward during millions of years and crashed (so
to speak) against the Eurasian continental plate.
(When I said “because” in that sentence, I did not
mean anything about causes. I meant only to mention
the sequence of events that ended with the Himalayas
where they are. What causes went on during that plate
movement, I do not know.) The geologic history of
plate movements tells geologists, by extrapolation,
the kind of large-scale movements that are likely and
unlikely now. But that history cannot tell us where or
when in the Himalayas to expect a landslide this year.
The geologists can predict landslides better by examin-
ing the rocks, soils, interfaces of strata, ground water,
and rainfall in a particular locality and judging from
those present conditions the threat of landslide.

In January of 2000, for example, a landslide oc-
curred on the coast a few miles north of Florence,
Oregon, that blocked the coastal highway, U.S. 101.
The Department of Transportation immediately be-
gan clearing the highway, but when the workers got
the highway cleared, the engineers did not permit traf-
fic to resume. From what they knew of the stability
in wet weather of strata of that local sort, they judged
that further slides were likely before long. They were
correct; further slides did occur. The first traffic was
not allowed through that stretch until about five
weeks after the slide in January. I doubt very much
that the engineers, before they made their judgment,
looked up the history of the northwest coast a mil-
lion years ago.

To predict the functioning of a person—that is,
to model the functioning—PCT does not require
us to know anything about the person’s history. The
ever-ready research method for PCT is, of course,
The Test for the Controlled Quantity (for which see
Chapter 7). The person’s history may give us a hint
or two about the nature of an internal standard the
person may have formed in the interim, but it can
never tell us unequivocally what the internal standard
is like or whether there is a disturbance acting on the
controlled variable at this moment. To ascertain the
standard with any precision, we must use The Test,
and we can use The Test effectively without any
knowledge of the person’s history. As for predicting
action on the part of the person, actions always depend
on the Requisites for a Particular Act that I set forth
in Chapter 1. To simplify, the act that will be taken
depends both on the variable being controlled by an
internal standard and on the opportunities available
in the environment for controlling it. Neither of
those conditions can be ascertained by inspection of
the person’s history. Whata person can do right now
depends wholly upon the person’s present state: on
the perceptions being controlled right now and upon
the environmental opportunities present right now
for controlling them.

Suppose you have come to believe that Woodrow
has a strong internal standard for neatness among his
physical surroundings. (Maybe you have consciously
used The Test, or maybe you have observed him in-
formally for along time.) If you move something on
his desk, he soon moves it back. The clothing in his
closet is stored in meticulous categories. The food
in his refrigerator is arranged in rows and columns.
You are confident that you can predict pretty well
the kinds of situations in which he will be happy
and unhappy. For example, you know that he likes
to be courteous to friends and colleagues. Therefore,
if Woodrow visits a friend whose parlor or office is
messy, he will simultaneously want and not want to
begin straightening things up. (Notice that we are not
predicting particular actions here; we are predicting
what Woodrow will want to perceive.)

Now let ten years go by. Here you are with Wood-
row again. Are you going to use your knowledge from
ten years ago to predict Woodrow’s behavior today?
Yes and no. Knowing that Woodrow controls the
neatness of things around himself, you know that
he will take action to bring things closer to his stan-
dard for neatness when the environment and bis other



internal standards permit him to do so. One answer
to the question, then, is yes, you do know something
useful for predicting Woodrow’s behavior. But what
you know is the kind of perception he wants to obtain.
You do not know what particular acts he will use to
bring about the perception nor when he will have the
opportunity to use those acts. (Again, I refer to the
Requisites for a Particular Act listed in Chapter 1.)
Furthermore, one should always be cautious about
the stability of internal standards; it is possible that
Woodrow’s standard for neatness has changed its char-
acter in ten years. Finally, my chief point in talking
about Woodrow is that you didnt know how his
standard for neatness came into being or when; all
you needed to know was whether it was there, and
you found out by using The Test. Ten years later, you
got no help from knowing that it was there ten years
earlier; still all you needed to know was whether it
was there now.

CODA

Perceptual control theory claims that behavior con-
trols perception—at every time, in every place, in
every living thing. The theory postulates that control
operates through a negative feedback loop—neurally,
chemically, and both. The theory postulates the
growth of layers of control both in the evolution of
the species and in the development of individuals of
the “higher” animals. Those are the crucial postu-
lations of invariance in PCT. They are asserted to have
been true for the single cells floating hither and thither
a billion years ago, which might have had only two
layers of control, and they are asserted to be true for
you and me with our many layers. They are asserted
for all races, nations, sexes, and indeed all categories
of humans—and indeed all categories of creatures.
Furthermore, if o7e creature is found reliably to violate
any one of those postulations (and yet go on living),
the theory will immediately be revised.

Do you know of another theory of such sweep

anywhere in the sciences of living creatures?
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‘Falsification and confirmation

sentence found in almost all books on
methods of research in social science
goes something like this: Empirical

research (the study, that is, of observable, tangible
things) can never prove a proposition, a claim; the
research can only disprove it. In other words, by
ascertaining wrong ideas—the ideas to shy away
from—we keep ourselves headed, even if erratically,
in the 7ight direction.

Consider again, for example, the theory of phlo-
giston that I described in Chapter 8. When Lavoisier
came to doubt the theory and Priestley to defend it,
it occurred to them to weigh the mercury before and
after it had oxidized (“calcined”). The theory of phlo-
giston predicted that the phlogiston in the mercury
would be drawn off by oxidation or burning, leaving
less weight behind, while the postulation of what
was later called oxygen led to the prediction that the
weight after burning would be greazer than before. By
itself; the comparative positions of the pointer on the
scale after the two weighings disproved the phlogiston
theory: if phlogiston was drawn off by the oxidation,
then the weight after oxidation could not be greater
than before. But the comparative positions of the
pointer told Priestley and Lavoisier nothing about
what was going on during the oxidation except that
something was adding weight to the mercury. There
was no mark on the scale labeled “Hey! It’s oxygen!”
Lavoisier and Priestley had to invent some way (some
model, some sequence of events) to explain how the
mercury could have become heavier than it had been.
(Priestley could not invent an explanation better than
Lavoisier’s, but nevertheless he held to phlogiston
to the end of his life.) Those experiments falsified
phlogiston; they showed that was 7oz the way to go.
But they did not show the better way to go; that direc-
tion had to be found in the brain of Lavoisier.

Following upon the careful measurements made in
those experiments, Lavoisier was later able to invent
the “chemical equation” that has since remained the
encompassing model for chemical investigations.
The chemical theory we have now is a structure of
inventions, no part of which has been shown (or can
ever be shown) to be the besz that could be produced.
Every part holds the allegiance of chemists only until
it is disproved or bettered.

This is not to say that physical and chemical
theories get revised every week (even if the popular
reports on cosmological hypotheses sometimes make
it seem so0). The physics given us by Newton is still
serving with great exactitude after 300 years. It is
the theory used in the calculations for the needed
strength of automobile axles, the tensions in the
Golden Gate bridge, and the navigation of rockets
to the moon, Mars, Jupiter, and beyond. Revisions
made by Einstein and others have revised ideas about
the very small and the very large and have improved
accuracy where velocities approach that of light, but
they have not displaced Newton’s laws. Similarly,
the chemistry of Lavoisier has been vastly expanded,
but not displaced.

FALSIFICATION

Falsification—the ever-present possibility of dis-
proving a hypothesis—is of course important to
understand and remember; it is the basis, the first
cut, the springboard of scientific progress. But the
literature on social science often gives the impression
that it is the only technique for making one’s way
toward theories and models that can entice some
continuing allegiance from others. That is not the
case; when predictions are quantitative, it is possible
to compare the accuracy of theories and conclude that
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one is better confirmed than another. Quantitative
confirmation is a far faster way than falsification to
find a theory that will withstand further testing.

Many hypotheses in social science predict only
that an average measure of behavior in one group of
people will be different from that in another group,
sometimes even without predicting in which group
the measure will be greater. Analogously, a chemist
in 1775 might have hypothesized that after heating,
the mercury would be either lighter or heavier than
it had been before heating. That experiment could
not have decided the question whether phlogiston or
oxygen was at work. But the phlogiston theory pre-
dicted that something would go oz of the mercury,
and the competing theory predicted that something
would go inzto the mercury.

When an experimental outcome rules out Theory
A, it leaves Theory B as only one of many that might
be correct—as one of an unknown number of theories
that fit (to an acceptable degree) the data produced
by the experiment. Later experiments may produce
data that will be fitted better by some later theory.
Theories often change as they become more quanti-
tative. The experiments of Lavoisier showed that the
mercury was heavier after heating. But was it heavier
by the predicted amouns? Lavoisier and Priestley and
others discovered that elements changed from one
compound to another in predictable ratios of weight
and laid the underpinnings for later atomic theory.
They enabled the quantitatively correct proportions
to be found for H,0, CO,, Na(Cl, H,SO,, and the
thousands of other known compounds.

(Here I have been using what I suppose are the
modern terms—though I learned them in high school
and college in the 1930s, and they may be modern no
longer. Lavoisier and Priestley, of course, had to grope
as best they could with words that took their meaning
from the old theories, not from the new theories still
unformed even in their own minds. It is fascinating
to read accounts of the ways the 18®-century chemists
and physicists posed their problems. Try, for example,
J. B. Conant 1956 and T. S. Kuhn 1969.)

CONFIRMATION

When a theory is quantitative, the support of data can
be more precisely tested. When not only a difference
in weight is predicted, but the direction (heavier or
lighter) also, the confirmation of the theory can be

more precise. When not only the mere fact of de-
crease in weight can be predicted and ascertained,
but also the ratio of the weight before to the weight
afterward, then the confirmation of the theory can be
as precise as the accuracy of the measurements possible
with the instruments at hand. That, of course, is the
degree of accuracy that physicists and chemists require
in testing their theories: an accuracy that exploits the
reliability of their measuring instruments.

Let me take gravitation as another example. Let
s stand for distance (space) and t for time. When a
theory of falling bodies says only that as time goes
by, the distance traversed by a freely falling body will
continue to increase, the theory cannot help us choose
among these quantitative models:

(1) s =f(r)
(2) s = (1/2)ke?
(3) s = (1/2)gt2

That vague, verbal “theory” would be satisfied by a
movement specified by any of those three formulas.
The first formula says only that over a longer pe-
riod of time, you will see the body falling a greater
distance—that the distance traversed has some u7-
specified relation “f” to time. Galileo, however, was
able to devise a way of timing the effect of gravity.
He slowed the falling by rolling little balls down a
groove in a slanting board and timed the distances
by the amount of water flowing out of a thin tube
while a ball rolled from one mark to another on the
board. Galileo (in Stillman Drake’s translation of
1974, p. 170) said that in repeated measurements of
the elapsed times, “we never found a difference of even
the tenth part of a pulse-beat.” Drake adds (p. 170,
fn. 25) that in some other experiments with inclined
planes, Galileo “obtained results within one percent
of modern theoretical values.” Galileo’s model was
that of the second formula above, in which k is a
constant.

You can see that Galileo’s theory, because it could
put numbers on the observed quantities, was far more
useful than the first vague formula—and far more
reliably testable. Indeed, Galileo speaks of “heavy”
objects, by which I believe he meant to rule out fall-
ing leaves and handkerchieves. The theory enabled
him to specify effects from which an experiment
should be protected—wind and other obstructions;
but if an “obstruction” such as an inclined plane was
found useful, it should offer as uniform an effect as
possible during the time of the experiment—the
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grooves should be very smooth, for example. Given
those precautions, Galileo’s theory could be tested by
any careful worker, and a deviation of a fraction of a
pulse beat would be enough to discredit the theory.
Therefore, if two theories were to predict the accel-
erations with which balls would roll down inclined
grooves, and one predicted the arrival of the balls at
certain marks beside the groove with an accuracy of
one second, but the other with an accuracy of a tenth
of a second, the first theory would be rejected not
because it was plainly wrong, but because the second
theory did better. The data would have confirmed
the second theory better than the first. Building
upon Galileo’s work, Newton (1642-1727) gave
in his Principia Mathematica the third formula, in
which the constant for the acceleration of gravity at
the surface of the earth is quantified: g = 32 feet per
second per second, approximately.

Engineers are not concerned with falsifiability. An
engineer designing a bridge cannot be satisfied with a
theory that is good enough only to have so far avoided
falsification. If you hand the engineer a handbook
on bridge design and say that the theory that guided
its compilation has not been clearly disproved—well,
you can imagine the engineer’s reaction. The engineer
wants a theory that will yield an unambiguous, pre-
cise prediction of the way the steel posts and girders
will compress, stretch, twist, and bend under various
kinds of loads.

In sum, if you predict that a certain variable
quantity will increase as a result of your experiment,
but it turns out to decrease instead, you have falsified
your theory, and you should discard it or revise it
radically. If, on the other hand, you predict that the
quantity will be twice as large after the experiment,
and it turns out to be as close to twice as large as your
measuring instruments are capable of measuring, then
your theory is confirmed. And if both Theory A and
Theory B predict that the quantity will be larger, and
the quantity that actually comes about differs from
the value predicted by Theory A by one percent of
the quantity predicted, but differs from the value pre-
dicted by Theory B by only a tenth of one percent,
then the superiority of Theory B is confirmed, and
you will reject or radically revise Theory A. In the
physical sciences, that is the logic that has been in use
since the time of Galileo (1564—1642).

In the introduction to Part III and in Chapter
10, I described some differences between traditional
research method and the research method of PCT.

A test using the traditional method of nose-counting
cannot produce a quantitative outcome that can be
compared with another quantitative test to determine
which approaches more closely to the theoretical
prediction. In contrast, you saw in Part II several
experiments in which outcomes produced by a hu-
man were compared quantitatively with outcomes
produced by a model. The traditional method is
limited to falsification; PCT can use confirmation.

THE HAZARDS FOR PCT
No method of research is foolproof. All have pitfalls.

I have described some of the difficulties encountered
with traditional method in this book; I described
more in my 1990 book. Method in PCT,; too, has its
hazards. To show another aspect of the intertwining
of theory and research method, I will describe here.

briefly, two important awkwardnesses in designing
research on PCT.

Reorganization

The prime method for PCT research is The Test for
the Controlled Quantity. Most of the examples of
PCT research you will find in this book, however,
do 7ot undertake to discover an unknown controlled
variable. They are designed to test the validity of
models; the question they ask of the data is: Does
this model organize functions in a way that enables
it to control a perceived variable in the same way a
person does? In these experiments, the experimenters
wanted to begin with a known controlled variable,
and they asked the participant to maintain control of
a specified perceived variable—such as the distance
between two marks on a computer screen. The do-it-
yourself experiments described in Chapter 6, on the
other hand, were direct uses of The Test to ascertain
the variable being controlled. In either kind of query,
reorganization can flood the experiment with uncer-
tainty. [ will devote Chapter 20 to reorganization,
but I will say a little here.

When an inner conflict cannot be reduced—when
two controlled variables are in error, but reducing one
error makes the other larger, and conversely—Pow-
ers postulates that the nervous system begins casting
about for a reorganization that will reduce the total
error. The casting about, according to PCT; is wholly
unsystematic—for all practical purposes, random.
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Accordingly, no one can predict the outcome of
reorganization. We can in no way anticipate the
assortment of variables that will have come under
control when the reorganization slows and ceases. If
we ask a participant to maintain a distance of one inch
between marks on a computer screen, the participant
may agree to do so with all sincerity, but then a stray
word or something seen out the window may bring
to the person a realization of a conflict that reduces
the inch on the screen to a tremulous lack of priority.
This threat to validity becomes more severe, of course,
as we try to document control in less disciplined sit-
uations or over long periods of time.

Environmental Disturbances

Perceived variables are controlled by opposing the
disturbances to them. We must usually observe
control by observing events in the environment
that would otherwise proceed uncontrolled. In the
laboratory, we can reduce the possible uses of the
environment to very few kinds of acts—pressing
a key on a keyboard, for example. But in general,
particular acts are not predictable. Robertson and
others, in the experiment I told about in Chapter 7
under “Self-concept,” hoped that all the participants
would respond to “No, youre not” with an utterance
that could be understood as either a clear defense of
their perception or a clear portrayal of indifference.
But a couple said something that the experimenters
were reluctant to call one or the other. Even in that
restricted situation, those two participants found a
way to use the environment that the experimenters
hoped they had made very unlikely. The predict-
ability of particular uses of the environment becomes
especially low when people are interacting freely in
normal situations. To enable the behavior of indi-
viduals to produce measures of relevant variables, the
studies of social interaction by Bourbon (in Chapter 8
under the heading “Two People”) used very restricted
social situations indeed.

Unpredictability in the use of the environment is
exacerbated by the fact that the stability of physical
states (not to speak of social states) in the environment
is always low. A rock trips the foot. A rainstorm
blows up. A landslide blocks the road. A sewer plugs
up. A seam in the trousers rips. At every turn, the
likely choices for acts with which to control variables
become reordered. These alterations do not ordinarily
destroy the competence of individual action or the
integrity of social organization; our capabilities are

organized to cope with just such a world. But the
alterations sometimes make life difficult for the
experimenter who wants to test PCT.

NATURAL REGULARITIES

Given those two sources of variability—in intention
inside and in means outside—it is easy to see the
reason PCT investigators have made use of computer
screens and experimental tasks that can be performed
in a minute or two. Those techniques reduce the
hazards a great deal.

It is possible, however, to apply The Test to life
outside the laboratory. It is often possible to make
a Test, even if not strict, of a guessed-at controlled
variable. The first principle, you will remember, is to
try, gently, to disturb the variable you guess is being
controlled. If it yields to your disturbance, then you
have guessed wrong.

Suppose a man goes into a clothing store and says
he wants a pair of trousers. He tries on a pair having a
waist of 34. He tells the clerk that waist is too small.
The clerk hands the man a pair having a waist of 36.
The clerk thinks the man wants to perceive a feeling
at his waist that is not one of constriction, but not
one of looseness, either. And he wants to see in the
mirror that same sort of fit. But imagine the clerk’s
astonishment when the man says, “Oh, no, this size
36 is far too small.” After some confusing conver-
sation, it turns out that the man is a clown in a circus
and wants trousers into which he can fit a hoop so
they stand out about six inches from his stomach. The
man rejects size 50 as too large and settles on size 44
as just right. That would be a case where the clerk
made a correct guess about the variable the clown
was controlling, but not the level or quantity of the
variable. Size of waist was the variable, but the clerk
guessed 36, while the clown wanted 44. The clerk
found out what the man wanted by finding out what
the man would act against.

Maybe you guess that a young friend of yours has
come to prefer to eat with a fork. You fail to put a
fork beside his plate, and he says, “May I have a fork,
please?” When you give him some French-fried po-
tatoes, you say, “You may eat those with your fingers,
if you like,” but he eats them with his fork. And so
on. In sum, when you try (gently, please) to separate
him from his fork, he resists. And when you see him

hold down a piece of bread with his fork while he
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butters it with his knife, you can be pretty sure that
he is putting a high value on eating with his fork.

Let me relay to you a story told by Marvin Weis-
bord in a 1985 issue of Organizational Dynamics. In
the 1960s, Weisbord was vice president of a mail-order
printing company. It was organized in the standard
manner—that is, in the manner handed down 60
years earlier by Frederick W. Taylor. The earmarks,
as Weisbord said, were “time clocks; narrow work
rules; jobs so subdivided that even an idiot would be
bored; grown people treated like children, never let
in on decisions, having no consequential information
about the business or even their own work. . .”. From
200 to 300 orders arrived every day at the order-
processing department. With the work organized
into sequential small functions, however, the absence
of one or two persons would cause a bottleneck.
That naturally frustrated not only those trying to
perform the understaffed function, but those on
either side of it, too, whose work was also slowed.
Rancorous conversation was common.

The supervisors asked that a wall be built
across the large room housing the order-processing
department. Their reasoning was that the wall would
reduce the communication among the workers and
the hostility, too. The supervisors did not want to
see and hear the hostility and see its effect in slowing
the work. They reasoned that they could reduce the
frequency of hearing hostile communication if they
reduced the frequency of communication. But paper
still had to be passed from one desk to another, and
plenty of occasions for the expression of hostility
remained. The wall did not improve the relations
among the workers.

About this time, Weisbord learned about semi-
autonomous work teams. He had read a book by Mc-
Gregor, and he had a friend who was acquainted with
new methods of management. Weisbord organized
the order-processing department into teams of four
or five people, each team having its own customers,
telephones, and other equipment. Each team could
set its own goals and priorities. Weisbord told them
to teach each other their jobs, so that every member of
a team could perform every needed job. An absence
could increase the work load somewhat, but it could
no longer cause a bottleneck. No one person would
be frustrating the rest.

Not surprisingly, many difficulties arose during
the changeover. Weekly meetings were held to work
out ways of dealing with them, and the meetings

themselves were difficult, taxing, even frightening.
By the fifth meeting, Weisbord was ready to give up.
At that meeting, however, no one said anything.
When Weisbord asked for that week’s problems, one
person said, “We don’t have any this week.” Another
said that they had dealt with the week’s difficulties by
the methods that previous meetings had generated.
Weisbord wrote, “I understood [then] that the essence
of effective organization was learning . . . trial, error,
give, take, and experimentation.”

Employees, if they are to be mutually helpful
in an organization, must accept certain minimum
goals from the managers—perhaps to produce cer-
tain products at a certain average rate, perhaps to
furnish certain kinds of knowledge to customers, to
transport people or objects to certain places at certain
times, and so on. But within the overall purposes,
employees all have idiosyncratic purposes of their
own. One is usually to make some money, but that
is itself always a means to further goals, and beyond
that every person must perforce act to maintain his or
her own controlled variables at their reference values.
Every person’s goals are myriad, of course, ranging
from putting a point on a pencil to the feeling that
there is a point to one’s life (or choose your own
examples). In the literature of industrial manage-
ment, the “higher” purposes are often expressed as
assumptions about what “most people” want; Weis-
bord, harking to McGregor, put it “that most people
will take responsibility, care about their jobs, wish to
grow and achieve and, if given a chance, do excellent
work.” In the semi-autonomous work teams, most
of Weisbord’s employees found that they could
help one another carry out those higher purposes.
The indicators were that productivity soared by 40
percent within six months, and absenteeism and
turnover dropped almost to zero. One employee of
15 years said, “I used to hate coming to work in the
morning. Now I cant wait. I love it.”

Weisbord knew nothing about The Test, and as
far as I know still knows nothing about it. But he
understood a lot about idiosyncratic purposes and
grew in that wisdom as the years went by. His book
Productive Workplaces (1987) is the best book I
know on organizational consulting. In helping his
employees, back in the 1960s, to find their way into
cooperative work in teams, he helped them at the
same time to learn to help one another maintain
their individual purposes. In the cooperative groups,
they could find out what actions or procedures their
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coworkers would act against the actions or procedures
that were disturbing the variables their coworkers were
controlling. In such a setting, though it helps if
internal standards can be accurately described, doing
s0 is not necessary to doing the work in a manner that
satisfies both the boss and the worker. The necessary
thing is for the workers (and their boss) to continue
to maintain, every day, ways of working that do not
exceed the ability of individuals to maintain their own
controlled variables. To do that requires workers to be
alert to signs of stress from others and to take them
seriously—that is, to care about the welfare of others
and to have the freedom to act for their welfare.

Every person acts continuously in controlling
variables. For the nervous system, life is not episodic.
As I will explain in Chapter 18, there are levels of
control at which we perceive things as events and
categories, but the control loops enabling those per-
ceptions throb continuously to do so. There is an
analogy there (though not a direct connection) with
the control of the variables individuals care about in
the social group (or work group). It is commonly
said that problems in the work group are never
solved; you have to solve them again every day. You
can never cease doing something about your need
for air, and you can never cease doing something to
maintain a fruitful cooperation with your coworker.
Nevertheless, if you and your coworkers are caring
and alert and your boss does not get in the way, you
can maintain cooperation not only with facility, but
with deep gratification. But I am anticipating later
parts of this book.

To make life easy for one another, coworkers
approximate The Test. They take note of what the
other person resists, rejects, or feels threatened by.
They form hypotheses about the variable the other
person is controlling when resisting or rejecting an
action or proposal. They help one another control
variables in ways that will not interfere with working
cooperatively. They find that one person wants a lot
of help with details, while another resents a lot of help.
They find that one person wants to form friendships
that extend beyond quitting time, while another finds
friendly relations at work to be sufficient.

To build a science, it is necessary to conduct The
Test in as logically rigorous a situation as possible, but
The Test can also be used with benefit in approximate
ways in ordinary life.

EXAMPLES

Chapter 12 consists of an article by Bourbon and
Powers that illustrates the strategy of confirmation.
In the article, Bourbon and Powers compare how
well models built from three theories predict data
taken from an actual human individual. The three
theories are the stimulus-response model, the “cog-
nitive” model, and the perceptual control model.
The article also elaborates on some of the points I
have made in this chapter.

Chapter 13 is an article by Powers; it illustrates
how an internal standard can be deduced from
observations of behavior. It also describes some
technicalities in designing a computer simulation

(a model).
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(_Models and their worlds

reprint of an article by Bourbon and Powers

(1993). Iinclude it because it is a paragon
of testing a hypothesis straightforwardly, rigorously,
quantitatively, and conclusively. It shows the clarity
with which a hypothesis in PCT can be confirmed or
rejected. If it seems surprisingly simple in a place or
two, remember that scientific method must be explicit
about every step of procedure, no matter how simple
it may seem to some.

If you do not wish, at this point, to delve into
the kind of detail contained in Chapters 12 and 13,
feel free to skip on. You can return when you feel
the urge.

As Richard Marken says, the tracking task is
simple in the same way as were the little balls and
inclined tracks used by Galileo in his seminal studies
of the acceleration of gravity. We do not intend the
tracking task to show what particular acts people
take when they are driving a car or drinking water or
building a house or painting a picture. We do intend
to say that the tracking is controlled by the same sort of
neural organization that is used in those other pursuits
and all others, too, that act upon the environment.
No matter how simple they are, experiments in PCT
are remarkable because (1) both person and model
produce quantified results that can confirm the match
quantitatively, (2) the model is a material, functioning
device that can produce quantified results, and
(3) the model is tested not against an average over
many people but against a single person.

In a posting to the CSGnet on 14 September
1995, here is what Powers had to say about the article
below:

g xcept for this introduction, this chapter is a

In the physical sciences, the common way to testa
theory is to examine it as a logical or quantitative
structure, and see where you could vary conditions
in a way that the theory would have to predict has

some new kind of effect, something that hasn't
been observed before.

You'll see this strategy exemplified in the pa-
per “Models and their worlds”. . . . The control-
system model is matched to behavior under the
condition where a target moves in a regular way
and the person makes a cursor track the target.
Once the model’s parameters are set for this con-
dition, we then change the conditions. First, we
vary the regular movements of the target so they
become irregular. The same control model, with
the same parameters, predicts that the behavior
will change in a specific way that maintains the
tracking, and in fact the real person does change
the behavior in just the same way as the model,
quantitatively. Then we introduce a smoothed
random disturbance added to the cursor position,
so now the position of the cursor depends both
on the handle position and on an independent
arbitrary variable. The control model predicts
that tracking will continue, and that the handle
movements will now differ from the cursor move-
ments in a specific quantitative way. When the
real person does the same task, the predictions are
upheld with good accuracy. So now the control-
system model has been challenged twice; it could
have failed in either of the latter two experiments.
All that would have been necessary to make the
model fail would be for the person to have moved
the handle in some way other than the predicted
way. Since there were no constraints on how the
person could move the handle, the success of
the prediction was highly significant. It was sig-
nificant because the model’s behavior could have
failed to match the real person’s behavior. . . .

Sooner or later, we would think of a way to
change the conditions that results in the model’s
doing something radically different from the real
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person. Rick Marken and I [Marken and Powers,
1989a] did that when we did an experiment in
which the sign of the connection between handle
and cursor was reversed in a way that gave no sen-
sory indication of the reversal (i.e., no bumps or
joggles at the moment of reversal). The model and
the person both showed a very similar exponential
runaway after the reversals—for the first 0.4 sec-
onds or so. Then the person did something to
regain control, BUT THE MODEL DID NOT.
So by thinking up the right change of conditions,
we succeeded in making the model fail.

Of course that failure was simply a signal that
we had to modify the model, which we did. We
added a second level of control that could reverse
the sign of the first-level control action when a run-
away condition was sensed. That naturally restored
the model to working order, and it once again was
able to predict behavior correctly. So by finding
a way to make the model fail, we learned how we
could improve the model so it would no longer fail
under that set of conditions, and of course contin-
ued to work properly under all the other changes
in conditions we had already tried.

The article that follows appeared originally in the
now-defunct journal Closed Loop, 1993, 3(1), 47-72.
Another version of it appeared in the International
Journal of Human-Computer Studies, 1999, 50,
445-461. Closed Loop, 1993, 3(1), along with sev-
eral other issues has been restored and is available as
a PDF-file at www.PCTresources.com
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ABSTRACT

Many seemingly plausible models of behavior demand
implausible models of the physical world in which
behavior occurs. We used quantitative simulations of
a person’s performance on a simple task to compare
the models of causality and of how the world works in
three theories of behavior: stimulus-response, cogni-
tive, and control-theoretic. Our results demonstrate
that if organisms in fact functioned like the first
two models, they could survive only in implausibly
stable worlds; if like the third, they could survive in
a changeable world. Organisms inhabit a changeable
world that does not satisty the demands of popular
behavioral theories. For the sciences of behavior, the
implications are clear: either cling to theories that do
not mesh with knowledge of how the world works,
or abandon many cherished notions about how and
why behavior happens in favor of models that deal
adequately with change.

MODELS AND THEIR WORLDS

The question usually addressed by behavioral theorists
is “Why do organisms behave the way they do?” One
group answers “Because the world outside them is the
way it is”; another group answers “Because the minds
or brains inside them are the way they are.” In either
case, behavior is at the end of a linear sequence of
cause and effect, a consequence of antecedent stimuli
from the environment or antecedent commands from
the mind or brain. Asan alternative, one can propose
that organisms behave to control what happens to
them. In the process, their actions affect the world
outside of them. “Why is the world the way it is?
Partly because organisms behave the way they do.”

“The world” is the part of the surroundings on
which an organism can act, and which, in turn, affects
the organism. Every statement about the antecedents
or consequences of behavior either includes or implies
notions about how the world operates. Every theory
of behavior is, in part, a theory about the world in
which behavior occurs.

In this paper, we reduce three models of behavior
to elemental form to identify and test their ideas about
causality. Two models represent core assumptions in
most popular theories; the third is the model from
perceptual control theory (PCT). We require each
model to simulate and predict the same behavioral
events that occur when a person performs a simple
task, but we go a step further. For each model, we
determine whether its implications about how the
world and behavior affect one another are reason-
able and true to what is known about the physical
world.

Three Models

For convenience, we call the two popular models the
“stimulus-response” (S-R) model and the “cognitive”
model. Our simple versions of these models are not
intended to represent, in detail, any specific variations
on those two themes, but we believe they faithfully
represent core assumptions about causality embraced
in those themes. Our method of testing requires that
each model predict moment-by-moment values of
several continuous environmental variables, a chal-
lenge to which behavioristic and cognitive models
are rarely subjected; hence, simple computational
versions of those models are not readily available, and
we constructed our own. Anyone who rejects our
versions of those theories should identify acceptable
versions and then require their models to duplicate
the quantitative results we report here.
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The stimulus-response model. Our S-R model
represents all theories that say external influences de-
termine behavior. Such models sometimes (but by no
means always) recognize that motor actions produce
environmental consequences, but all insist that action
is a dependent variable. A behavioral episode begins
with an independent antecedent (stimulus, context,
event, occasion, relationship, or treatment), followed
(in some theories) by an effect on the organism, then
(in all theories) a behavior as a dependent variable,
and finally the consequences of that behavior. Envi-
ronmental consequences of action simply follow from
what the environment did to the organism; if any
consequences of action modify subsequent influences
on the organism, that is merely another change in the
independent variable, followed in a lineal causal chain
by another action and another consequence.

We expect most behaviorists to say that our S-R
model is “reflexological”—a version of behavioristic
theory many behaviorists disavowed years ago—and to
echo the comment: “There may not be a reflexologist
alive” (Shimp, 1989, p. 163). Protests aside, at the
core of every behavioristic theory is a claim that the
environment controls behavior. From the beginning,
behaviorists have asserted, like Donahoe and Palmer,
“Although the organism is the locus of environmental
action, it is the environment, and not the organism,
that is the initiator and shaper of behavior” (1989,
p- 410). When Hayes and Brownstein (1986) dis-
cussed prediction and control as criteria for evaluating
behavioristic analyses of behavior, they said, “One
could ask, for example, how do we know that #isis the
relevant stimulus for #5is behavior? The answer is of the
general form that when we change #is stimulus (and
not that stimulus), we get a change in #/is behavior (and
not that behavior)” (p. 178, emphases in the original).
And Skinner claimed, “The ways in which behavior
is brought under control of stimuli can be analyzed
without too much trouble. . .” (1989, p. 14).

Here, we merely test results that would ensue
were it in fact true that independent environmental
stimuli specify instantaneous details of behavior and
its consequences.

The ‘cognitive” model. Our cognitive model
stands for all theories that say actions originate not
from current external events, but from internal causes,
inner traits, tendencies, propensities, sets, plans, at-
titudes, aspirations, symbol-generating processes,
programs, computations, coordinative structures, or

some kind of systematic endogenous brain activity.
No major theory of this sort proposes that behavior
is entirely spontaneous; in one way or another they
say the internal causes of present behavior formed
and changed slowly, during past experience with the
outside world—the recent past in some theories,
the geologically distant past in genetic theories of
behavior. In cognitive theories, the link between
present behavior and influences in the present ex-
ternal world ranges from weak to almost nonexistent.
In many texts on cognitive theory, there is no men-
tion of overt action, much less an attempt to explain
such actions. When there are explanations, the causal
chain runs from input to cognition to command to
action to consequence.

Kihlstrom (1987) succinctly identified the lin-
ear causal model in cognitive theory: “Cognitive
psychology comes in various forms, but all share an
abiding interest in describing the mental structures
and processes that link environmental stimuli to or-
ganismic responses. . .” (p. 1445). Each step of the
assumed chain from stimulus (input) to response
(output) is described in detail by various cognitive
theorists. For example, Real (1991) describes how
inputs from a variable world would be transformed,
in three sequential stages, into cognitive “represent-
ations’:

. .. three stages may be viewed. . . as three com-
ponents of a single dynamical system mechanist-
ically tied to the organism’s nervous system. The
encoding of information would. . . correspond to
initial inputs, computational rules correspond to
transient dynamics, and representations would
correspond to the equilibrium configurations
resulting from the transient dynamics. The an-
imal reaches a representation of the environment
through the operation of specific computational
rules applied to a particular pattern of incoming
sensory information (p. 980).

In a discussion of computations which they assume
cause movement, Bizzi, Mussa-Ivaldi, and Giszter
(1991) complete the chain between representations
and actions: “. .. the central nervous system must
transform the neural representation of the direction,
amplitude, and velocity of the limb, represented by
the activity of cortical and subcortical neurons, into
signals that activate the muscles that move the limb”
(p. 287).
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Some theories combine cognitive and S-R models.
In their simplest forms, hybrid models say that the
mind-brain receives “inputs,” then produces direct
transformations of coordinates from “perceptual
spare” to “action space” that are required to initiate
commands to move the body or part of the body
to a point specified in the input (as examples, see
PM. Churchland, 1986; PS. Churchland, 1986).
Such models reduce cognition and neurology to a
simple table-look-up.

A more complex hybrid S-R/cognitive model
was endorsed by the cognitive theorist Allen Newell
(1990) in the 1987 William James Lectures. Newell
spoke of how “It is possible to step back and treat the
mind as one big monster response function from the
total environment over the total past of the organism
to future actions. . .” (p. 44). On a more immediate
scale, he said, “The world is divided up into microepics
which are sufficiently distinct and independent so
that the control system (that is, the mind) produces
different response functions, one after the other”
(p. 44). For strategic purposes, Newell places his
theory in the category of cognitive theories that he
says do not effectively explain how perception and
motor behavior are linked to central cognitive pro-
cesses. Then he says that such theories “. . . will never
cover the complete arc from stimulus to response,
which is to say, never to tell the full story about any
particular behavior” (p. 160). In his allusion to the
reflex arc, Newell remarkably implies the equivalence
of the causal models in his cognitive theory and in
reflexological theory.

In either their simple or complex forms, hybrid
S-R/cognitive models produce results identical to
those of S-R models, so we will not discuss them
further.

The perceptual control theory model. The PCT
model, which we discuss later at some length, is the
least familiar of the three models. In brief; it proposes
that there is a simultaneous two-way interaction be-
tween organism and environment (see Hershberger,
1989; Marken, 1990; and Powers, 1973, 1989,
1992). In PCT, the basic unit of behavior is not the
linear input-output chain, but the negative-feedback
loop, which has properties different from the units
of the other two models and implies interesting con-
sequences about the way an organism’s actions alter
the outside world.

“Models”

We use the term “model” in the very narrow sense
in which an engineer would use it: a precise quanti-
tative proposal about the way some system operates
in relation to its environment. Most behavioral sci-
entists use descriptive models, which merely rephrase
(usually in words; sometimes in mathematical form)
previously observed relationships between organism
and environment. There are unlimited ways to restate
behavioral data. If each of them passes as a model of
behavior, then the list of seemingly plausible models
isalso limitless. The availability of many equally plau-
sible descriptive models is behind the mistaken as-
sumption, common in behavioral science, that mod-
els are poor substitutes for real understanding—that if
one understood the phenomenon at hand, one would
state the facts, not a “mere” theory or model.

But “model” also means, in the present context, a
generative model, in which the proposed organization
is stated in a way that can be used to calculate behav-
ior as a function of moment-by-moment variations
in the independent variable. By that usage, a model
does not substitute for knowledge. To the contrary,
simulation of a well-posed model rigorously tests one’s
presumed knowledge of the causal principles at work
in behavior.

S-R theory as a model. Calculations of the cor-
relation between a dependent and independent vari-
able produce a correlation coefficient, a regression
coefficient, and an intercept. In most behavioral
research, little attention is paid to the regression
coefficient and intercept, one reason being that the
typical scatter of the data is large enough to make
a linear regression line almost useless for predicting
behavior. But, by the logic of the S-R approach,
the regression equation constitutes both a generative
model and a description. It is a first approximation
to a proposed law of behavior: at every moment, the
behavioral measure is proportional to the magnitude
of the independent variable. If that law is true, one
can vary the independent variable and calculate (pre-
dict) the dependent one strictly from the previously
determined regression equation.

It can be argued that this strict interpretation of
a regression equation is inconsistent with the state
of the art in behavioral science—all we can hope
for now, in most cases, is to establish the presence
or absence of a statistically significant relationship.
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Our reply gives the benefit of the doubt to the theory
underlying the S-R concept. If, given as many years
as necessary, methodologies improve, sources of vari-
ance are eliminated, and better data are obtained, then
regression equations will become meaningful. When
they do, there will be an obvious test for whether a
proposed regression coefficient is a law of behavior.
In the regression equation, one can impose a new
pattern of the independent variable and calculate the
resulting pattern of behavior, the dependent variable.
The modeled result can be compared against what
happens when the organism encounters the altered
independent variable. In more elaborate form, this
process of testing a model against actual events is the
basic methodology of the physical sciences. Used
in this way, the regression equation is a generative
model.

We use an alternative to waiting for years for data
to improve: we apply this method in an experiment so
simple that the regression line is highly meaningful,
and random variation is a minor factor. We subject
the S-R model to a test under conditions that should
make it work as well as it ever will.

Cognitive theory as a model. We give the cogni-
tive model a similar treatment. Cognitive models are
more difficult to test and defend than S-R models;
there is no simple way to determine whether a given
cognitive model is correct, as well as plausible. No
matter how well a model proposing a specific orga-
nization of the mind-brain predicts behavior, one
cannot test the model objectively by, for example,
deriving a regression line based entirely on observable
variables. There is no way to know whether some
other cognitive model would not work as well or
better. There is only one regression line that best fits
the behavioral data, but there are many seemingly
plausible cognitive models.

Kugler and Turvey (1987) aptly described the
problem of non-unique computational models for
behavioral output:

Whereas physical events are said to follow unique-
ly from their causes, internally consistent, logical
descriptions of the causal process are multiple.. . . .
How does one get from the existence of multiple
(logical) descriptions to a unique (causal) descrip-
tion? Dressing up logical formulae in instantiable
programs does not resolve the uniqueness prob-
lem. Many programs can give rise to the same
sequence of machine outputs (p. 28).

To avoid problems of this sort, we give cognitive
models the same benefit of the doubt that we give
S-R models. Given proper knowledge of the history
and properties of the environment, and the correct
internal computations, the ideal cognitive model
should calculate exactly the motor outputs required
to produce a preselected result. Of course, even a
perfect cognitive model would require experience
with an environment to build up knowledge of its
properties: if the environment changed, the model
would need new interactions with the altered form
before it could again compute the correct action.

We test the cognitive model by assuming that it is
perfect: it makes optimal use of information and com-
putes the same required action on successive trials, and
the motor systems perfectly obey its commands.

The reasoning behind our approach to the models
is simple: in a well-defined experiment, if quantitative
predictions by both the S-R and cognitive models,
given the benefit of every doubt, are incorrect, and
the PCT model predicts correctly in the same experi-
ment, there will be excellent reason to say that the
control-theoretic model is right and the other two are
wrong, for that experiment. How far one generalizes
the result depends on how clear are the parallels with
other experiments and the simple one we use: we leave
such judgments to the reader.

Perceptual Control Theory as a Model

Perceptual control theory always considers two simul-
taneous relationships: (a) the observed dependence
of stimulus inputs on behavioral outputs and inde-
pendent events, and (b) a conjectured dependence of
behavioral outputs on stimulus inputs.

The environment equation. The first relation-
ship the PCT model describes is how the input to an
organism depends on the organism’s actions and on
disturbances arising simultaneously with behavior but
independently of it in the external world. To simplify
this part of the model, we restrict all variables in the
experiment to change in a single dimension, described
later. Consequently, the variable at the organism’s
input is simply the sum of a physical effect from the
organism’s output and another physical effect from an
independent disturbance. The apparatus (a computer
system) records exactly what these relationships are
and exactly what disturbance is acting at any moment.
This part of the model is completely determined by
the experimental setups; it is a statement of fact, not a
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conjecture, and it is illustrated in detail by Bourbon,
Copeland, Dyer, Harman, and Mosely (1990).

The organism equation. Perceptual control theo-
rists assume an organism can be modeled as a system
that senses some aspect of the environment that is
then represented internally as a one-dimensional
perceptual variable. The magnitude of this variable
is compared continuously against a reference signal
(or reference magnitude) inside the organism or the
model of the organism. Any difference between the
reference signal and the perception is a non-zero “error
signal” which drives action, again in a single dimen-
sion of variation.

This part of the model can be treated exactly as a
regression equation. The slope of the regression line
represents the incremental ratio of output to input,
and the intercept represents the setting of the internal
reference signal. The slope reflects measured output
as a function of measured input; the intercept is the
magnitude of input for which the output does not
change. Control theorists assume that the value of
the input for which the organism produces no change
in output is the input that the organism specified in
advance.

The system equations. The organism and envi-
ronment equations form a system of equations; for
examples, see Pavloski, Barron, and Hogue (1990,
pp- 33-37); Powers (1973, pp. 273-282; 1978,
pp- 422-428); and Runkel (1990, pp. 93-99).
There are two system variables (the input and out-
put variables) and two equations. The input and
output variables appear in both equations, and each
must have only one value at a time. Consequently,
the system can be solved for each variable as a joint
function of any system constants and the values of the
two independent variables (the external disturbance
and the internal reference signal).

Our experiments use random disturbances that
cannot be represented by any reasonable analytic
equation. Consequently, in the PCT model, we cal-
culate numerical solutions of the system equations.
Numerical solution of system equations, with time
as a parameter, is called simulation.

Simulation. Simulation recreates, through
computation, a continuous relationship among
system variables and independent variables. The
experimenter causes a pattern of changes in the
independent variables, while the equations for the
model continuously compute the states of dependent
behavioral variables at the input and output. For a

good model, the results of a simulation look very
much like a recording of an organism’s actions in an
experiment where the independent variables change
in exactly the same way as during the simulation;
for a bad model, the results of the simulation do not
resemble those produced by the organism.

Simulation involves at least two stages. The first
matches simulated behavior to real behavior, after the
fact, by adjusting the parameters in the model. The
second stage uses a new pattern of variation in the
independent variable, with the model’s parameters set
as previously determined, and records the behavior
of the model. Then the new pattern of variation is
applied to the person, whose behavior is recorded
and compared with the model’s behavior. In the sci-
ences and in engineering, models are often tested in
a third stage (as we do here), with both a new pattern
of variation for the independent variable and a new
kind of environmental disturbance, not used in the
original parameter determinations. In this third stage,
the model predicts, in simulation, relationships not
previously observed.

Reduced to its essentials, the logic of simulation re-
sembles more familiar ways of studying relationships
and testing to see if they generalize. It is, however,
much more exacting; it compares modeled and actual
behaviors instant-by-instant, rather than in terms of
static data sets. For the present experiments, the mod-
els predict thousands of values for several variables, all
of which are compared with the values produced by
a participant. The success or failure of a prediction
is immediately obvious.

Some people argue that models which work prop-
erly in very simple situations might not work when
complexities occur. The converse of that hypothesis,
also sometimes offered, is that failure of a behavioral
theory in a very simple experiment doesn’t necessar-
ily mean that it will fail in more realistically complex
studies. But engineers, who deal with both simple
and complex systems, would not agree. Certainly, a
model that works in a simple situation might need
considerable revision to work in a more complex sit-
uation. But if a model fails to work in the simplest
possible circumstances, there is no chance that it
will successfully predict more complex phenomena.
Complexity can be an excuse for failures of a model
in a complex situation, but not in a simple one. If
the core assumptions of a model fail in simple experi-
ments like ours, there is no chance the model will
work in more complex circumstances.
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THE EXPERIMENT

The Task

Participants in this three-phase experiment move a
control handle in one dimension, forward and back-
ward. On a computer screen in front of them is a
short horizontal bar, the “cursor,” distinct from the
background, which moves up as the handle moves
forward and down when it moves back. Flanking
the path of the cursor are two more bars, the “target,”
that remain even with one another and move slowly
up and down the screen, following a path generated
by the computer. The person’s task in all phases of
the experiment is to keep the cursor exactly between
the target lines. (There is nothing special about that
relationship between cursor and target; the person
could easily select any other.) This task is known as
“tracking.” When the target is stationary, it is called
compensatory tracking; when the target moves, as it
does here, it is called pursuit tracking.

We can easily modify the experiment to include
perceptual variables other than spatial position. For ex-
ample, the handle can be set to alter the size or shape of
a geometric figure, change the magnitude of a number
displayed on the screen, or alter the pitch of a sound.
And tracking can occur across stimulus attributes and
sensory modalities, as when a person uses the handle
to make the pitch of a sound match the magnitude
of a number or the vertical position of a target. All
relationships observed during a simple tracking experi-
ment are found in these other tasks; any of them can
be used to make the points we make here.

The Conditions: Three Phases

Phase 1. In Phase 1, the target moves up at constant
speed to a preset limit, then down at a constant speed
to another preset limit, and so on, in a triangular wave.
Each excursion up or down takes 2.8 seconds. The
person practices as long as necessary to keep the cursor
between the targets with an error of no more than
three per cent of the total movement averaged over
one minute. Data from the final minute of practice
when this criterion is reached are saved as the data
for the experimental run.

The relevant parameters are estimated for each
model, and then the models reproduce the person’s
behavior. In the next two phases, we use the pa-
rameters thus determined to create a simulated run
before the person runs a single one-minute trial. No

model is altered, in any way whatsoever, from this
point on.

Phase 2. Conditions in Phase 2 are the same as
in Phase 1, except that there is a probability of 2/3
that the target speed will differ from the last speed
on any given up or down excursion. The speed of
each excursion is selected randomly from 1.4, 2.8,
or 5.6 seconds per excursion, with a mean of 2.8
seconds over the one-minute experimental run (the
same mean excursion time as in Phase 1). The person
must still move the handle to keep the cursor between
the target marks. A few minutes prior to the person’s
run, each model is run with the same randomly gen-
erated pattern of variations in target speed that the
person will experience. The person gets no practice:
the first run under these new conditions is the only
run for Phase 2.

Phase 3. Conditions are the same as in Phase 2,
except that now a smoothed random disturbance
also acts on the cursor. The disturbance is created at
the start of the entire experiment by smoothing the
output of a random-number computer algorithm
and storing the resulting waveform. The same distur-
bance is used in runs by the models and the person.
Cursor position is determined by the sum of handle
displacement from center and the momentary mag-
nitude of the disturbance. Again, the person does a
single one-minute run with no practice. A few min-
utes before the person’s run, each model predicts the
results, with a new pattern of target excursions and
with the disturbance acting on the cursor.

The experimental variables. During each 60-
second experiment, each variable is sampled every
1 /30 second, for a total of 1800 values per variable.
In the figures illustrating the results, every third value
is plotted. There are three measured variables: the
positions of the target (T), handle (H), and cursor
©.

Phase 1

The person’s data. The person kept the cursor even
with the target, as shown in Fig. 1A. The perfectly
regular triangular wave in the upper part of the figure
is the vertical target position across time. The slightly
less-regular wave that closely follows it is the cursor
position created by the person. In the lower part
is the handle-position record, identical to the cur-
sor-position record because handle position directly
determined cursor position. (The handle-position
plot is scaled to be the same amplitude as the cursor-
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Figure 1. Results of pursuit tracking, Phase 1: data from the person (A); reconstructions
of the data by the stimulus-response model (B); by the cognitive model (C); and by the
control-system model (D). In A, H = handle, T = target, and C = cursor. For target
and cursor, “up” in the figure is toward the top of the computer monitor; for handle,
up” is away from the person. The duration of each experiment is 60 seconds.

position plot; we use this scaling in all figures).

The mean vertical distance between the cursor
and target was -0.8 units of screen resolution (S.D.
—1.8; total vertical range on the screen = 200 units).
The following Pearson correlation coefficients de-
scribe the relationships among variables in Fig. 1A:
between positions of the cursor and target, .977;
handle and target, .977; and handle and cursor, 1.0.
In the regression of handle on target, the slope was
0.89 (the person moved the handle the equivalent
of 0.89 screen units for every movement of one unit
by the target), and the intercept was -0.8, identical
to the average difference between positions of the
cursor and target.

Testing the models: The rationale. In simulations
of the models, computations begin with all variables
set to the same initial values from the first moment
of the run by the person and are repeated 1799 times,
once for every 1/30 second in the run by the person.
Each model produces handle positions in its unique
way, but a common procedure determines cursor
positions.

Establishing the S-R model. We remind readers
that we do not compare the relative merits of the many
varieties of behavioristic theory, nor do we examine

or challenge behaviorists’ descriptions of conditions
in which learning occurs. We merely examine conse-
quences that would ensue were behavior controlled by
an independent antecedent variable—were behavior
literally “under environmental stimulus control.”
Our simple S-R model is rigorously true to the
requirements laid down for laws of behavior by B. E

Skinner (1953):

The external variables of which behavior is a func-
tion provide for what may be called a causal or
functional analysis. We undertake to predict and
control the behavior of the individual organism.
This is our “dependent variable”—the effect for
which we are to find the cause. Our “independent
variables”—the causes of behavior—are the ex-
ternal conditions of which behavior is a function.
Relations between the two—the “cause-and-
effect relationships” in behavior—are the laws of
a science (p. 35).

In our simple experiment, the only independent vari-
able is the position of the target, determined solely by
the computer program. The position of the handle
depends on the actions of the person, so it is a pure
dependent variable, which we model as a response to
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target position. In Phase 1, the handle determines the
position of the cursor, which is a remote (from the
person) consequence of behavior, not a cause.

Cursor movement is also a “stimulus,” by any tradi-
tional definition, but it is not independent of behavior;
it lies at the conclusion of the assumed causal chain.
At best, it might be a “reinforcing” stimulus.
Behavioral theorists claim that reinforcement produces
long-term changes in the probability of a general class
of actions (an “operant”). For example, some might
say that, at an earlier time, cursor movement rein-
forced handle movement, which explains why the
person uses the handle now. But reinforcement theory
does not explain or predict how a person produces
moment-by-moment changes in behavior and in its
consequences.

We use a regression equation as our S-R model.
For the handle and target positions in the person’s
data, shown in Fig. 1A, the slope (m) of the regression
of handle on target is 0.89, and the offset (intercept,
b) is —0.8. W represent target position as t, handle
position as h, and cursor position as c. Therefore, the
S-R model for handle position is of the form

h=mt+b,
and the position of the cursor is modeled as
c=h.

Results of running the S-R model. To “run” the S-R
model, we start with all variables at their values dur-
ing the first instant of the run by the person, then we
multiply the remaining 1799 target-position values,
in sequence, by the slope m and add the intercept b,
and obtain the successive predicted positions of the
handle and cursor, shown in Fig. 1B.

The positions of handle and cursor created by the
model resemble those from the person: the correlation
between modeled and actual handle positions is .977;
between modeled and actual cursor positions, also
.977. Our simple reflexological model accounts for
96 per cent of the variance (r-squared) in the behav-
ioral data from Fig. 1A; the regression equation is
highly meaningful.

Establishing the cognitive model. Our goal with
the cognitive model is not to compare the many
diverse computational algorithms studied by cog-
nitive and brain scientists. We merely examine the
consequences that would ensue, were it possible for
a system to reliably compute the same output, no
matter how it does the computation. Our cognitive

model assumes that, during the practice period, some
central process learns and models the amplitude and
frequency of target movements and computes com-
mands that cause the muscles to move the handle,
and thus the cursor, in a pattern as close as possible
to that of the target.

A detailed version of this model would use a pro-
gram loop simulating a “higher cognitive process” to
compute handle positions independently of target
movements. It would generate commands for the
amplitude, frequency, and shape of the movements.
But severe phase errors (mismatches in timing be-
tween the positions of the target and the model’s
handle) would develop unless we gave the model
exact information about the frequency of the target
and started it at exactly the right moment with ex-
actly the right initial conditions. To assure that there
were no errors, we would tell the model exactly how
to move the handle to re-create the results of Phase
1. To achieve the same result, without the complex
computations, we simply assume that, however the
cognitive model works, it works perfectly: it computes
handle movements to match the average pattern of
previous target movements. For the last minute of
practice, it uses information accumulated earlier to
command movements that reproduce the movements
of the target (of course the model we use here does
not actually need any practice).

This makes the cognitive model exceedingly
simple: it is of the form

h=t

Handle movements perfectly reproduce move-
ments of the target that occurred during the
practice run, and the resulting cursor movements
also perfectly reproduce the movements of the
target.

Results of running the cognitive model. A run of
the cognitive model is extremely simple: since h =t
and ¢ = h, we simply plot the successive target position
values as cand as h. The upper trace in Fig. 1C shows
target and cursor positions perfectly superimposed;
the lower trace of handle position is identical to the
upper traces. The positions of handle and cursor
created by the model are like those from the person:
the correlation between modeled and actual handle
positions is .977; between modeled and actual cursor
positions, also .977.

Establishing the control-theory model. The envi-
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ronment part of the PCT model is just a description
of the external situation: cursor position depends on
handle position plus the magnitude of any possible
disturbance. The environment equation is

c=h+d.

In Phase 1, the disturbance magnitude is zero.
The fact that the cursor is also a dependent vari-
able wholly or partly determined by handle position
is nota problem, because both the organism equation
and the environment equation form a single system
of equations. We symbolize the perceived separa-
tion of cursor and target, ¢ - t, as p, which we take as
the real input variable. This variable p is compared
against a reference level p*, which specifies the state
of p at which there will be no change in output; it is
the value of p that the person intends to experience.
Any difference between p and p* is called “error.”
The output, which is the handle position h, is the
time-integral of error and takes the form

h =Xk[int(p* - p)].

The constant k is the “integration factor.” It rep-
resents how rapidly the person moved the handle
for a given difference between the perceived sep-
aration p and the reference separation p*; k is
expressed in units of screen resolution the cursor
would move per second for a given amount of
perceived error.

To fit the model to the subject’s behavior, we es-
timate p* and k, the only adjustable parameters of the
model. We set p* equal to the average value of cursor-
minus-target during the person’s run in Phase 1. (By
estimating p* from the data, we avoid claiming that
we know the person is trying to keep the separation of
targetand cursor at zero. The person can maintain any
reasonable separation-there is nothing special about p*
=0.) To estimate k, we insert the estimated value of
p* into the model, then we insert an arbitrary value of
k and “run” the model, a procedure we explain below.
During each of several successive runs of the model,
we insert a new arbitrary value of k and calculate the
root-mean-square (RMS) difference between all of the
cursor positions from both the model and the person.
The best estimate of k is the one from the run with
the smallest RMS difference.

To “run” the model, we start the handle position
at the subject’s initial handle position during Phase 1,
and then do the following computer program steps
over and over, changing the value of t on each step

to re-create the target movements:

Lcc=h+d

2:p:=c—t

3: error: = p* - p
4:h:=h+k e error ® dt

where dt is the physical duration represented by
one iteration of the program steps. In all of the
experiments reported here, each iteration repre-
sents 1 /30 second, so dt = 1 /30 sec. For the
various terms in the program steps, k and p* are
the system constants: k is the tentative value of the
integration factor and p* is the estimated reference
signal; t is the momentary target position, c is the
cursor position, h is the handle position, and d is
the disturbance magnitude—here, 0.

The fourth program step is a crude form of nu-
merical integration; the notation means that the new
value of h is computed by adding an amount (k ® error
* dt) to the old value of h. These are program steps,
not algebra: do not cancel the hs! The “colon-equal”
sign is the replacement operation, which replaces the
previous value of the variable on the left with the new
computed value of the argument on the right.

Results of running the PCT model. In the person’s
run during Phase 1, p* was estimated as —1 unit on
the screen (0.8 rounded), which means that, on av-
erage, the person kept the cursor slightly below the
target. Following the procedure described above, the
estimated best value of the integration constant k was
8.64 in units of resolution per second.

The results of a run of the model with those esti-
mated values of p* and k are shown in Fig. 1D. The
positions of handle and cursor created by the model
resemble those from the person: the correlation be-
tween modeled and actual handle positions is .989;
modeled and actual cursor positions, also .989.

Summary of Phase 1. The person performed
the tracking task reasonably well, and simulations
of all three models produced results like those from
the person. After this round of simulations, all three
models remain defensible as explanations of the
person’s performance.

Phase 2

Next, we use the three models to predict behavior
when one condition changes, then the person does
a run under exactly the same conditions as those en-
countered by the models. The changed condition is
that the target now moves up and down at randomly
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varying speeds. The mean speed is still 2.8 seconds
per excursion, but on every successive excursion, there
isa2/3 probability of a change of speed that lasts until
the end of the excursion, and then the next speed is
selected randomly. The random changes are gen-
erated beforehand and recorded, so the same changes
are presented to all three models and to the person.
We have already established the three models, so our
descriptions of the results are brief.

The person’s data. Fig. 2A shows data from the
person’s run, after the models made their predictions.
The person made the cursor follow the target about
as well as in Phase 1. The mean vertical distance
between cursor and target was —1.4 units of vertical
screen resolution (S.D. = 2.2). The following Pearson
correlation coefficients describe relationships among
variables in Fig. 2A: between positions of the cursor
and target, .966; handle and target, .966; and handle
and cursor, 1.0.

Prediction of the S-R model. The linear regression
equation developed after Phase 1 accurately predicts
the positions of the cursor and handle despite the
changes in target speed, as is shown in Fig. 2B. This
is possible because, just as in Phase 1, the required
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handle movement is simply proportional to target
movement at every instant. The positions of handle
and cursor created by the model are like those from
the person: the correlation between modeled and
actual handle positions is .989; between modeled
and actual cursor positions, also .989.

Prediction of the cognitive model. The results for
the cognitive model, shown in Fig. 2C, reveal the first
obvious failure of a model. The positions of handle
and cursor created by the model are not like those
from the person: the correlation between modeled
and actual handle positions is .230; between modeled
and actual cursor positions, also .230.

The reason for this failure is obvious. The cog-
nitive model assesses properties of the environment
and computes an action that will have a required re-
sult. But now the environment, in the form of target
movements, is subject to unpredictable variation. The
cognitive model gets no information about the next
target speed before it is experienced. Thus, the best
that a cognitive “central-process” model can do is
command its output to match the best estimate of
average target speed; in the present case, that average
is the speed that occurred throughout Phase 1, when
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Figure 2. Results of pursuit tracking in Phase 2: data from the person (A); predictions
of the data by the stimulus-response model (B); by the cognitive model (C); and by the
control-system model (D). In A, H = handle, T = target, and C = cursor. For target
and cursor, ‘up” in the figure is toward the top of the computer monitor; for handle,
‘up” is away from the person. The duration of each experiment is 60 seconds.



Part III Science: Chapter 12 Models and their Worlds 149

the motor plan was established. The cognitive model
continued to produce a triangular wave of handle
and cursor movement that conformed to the average
waveform of target movement—a form not like the
waveform of the target in Phase 2.

One might think of modifying the cognitive
model so that the central processor re-assesses the
environment’s properties on an instant-by-instant
basis. That would solve the problem, but only at
the expense of converting the cognitive model into
a control-system model intent on making its output
match its input: the new model would be a control-
system model acting like a stimulus-response model.
The core concept of a cognitive motor plan would
be abandoned.

Prediction of the control-system model. Fig. 2D
shows the results for the control-system model. The
program steps from Phase 1, using the same values
for the parameters k and p*, successtully predict the
person’s handle and cursor positions. The correlation
between modeled and actual handle positions is .981;
between modeled and actual cursor positions, also
981.

Summary of Phase 2. The person performed the
tracking task with reasonable accuracy, and simu-
lations of the S-R and PCT models produced results
like those for the person. However, the cognitive
model continued to make its output follow the path
‘learned” during Phase 1; consequently, its cursor did
not follow the now-erratic waveform of the target.
After this round of simulations, only the S-R and
PCT models remain reasonable as explanations of
the person’s performance.

Phase 3

Now the three models predict behavior under a radi-
cal change of conditions. The target still moves up
and down at randomly varying speeds, as in Phase 2,
but for every time-interval, a new value of a random
disturbance is added to the position of the cursor.
Now, with the handle held still, the cursor wanders
randomly up and down. When the handle moves, the
net movements of the cursor are determined by the
sum of handle movements and disturbance changes.
In both previous phases, the “d” in the cursor
equation, ¢ = h + d, was zero. Now it varies un-
predictably, although not rapidly (the bandwidth of
variations is about 0.2 Hz). This new disturbance
enters after the motor outputs of the person and the

accompanying handle movements, “downstream”
in the causal chain. The cause of the disturbance is
hidden; the only evidence the person has about the
disturbance is the deviation of cursor position from
the momentary equivalent of the handle position. At
any moment, there is no practical way for the person
to know the degree to which either the position of
the handle or the value of the disturbance affects the
position of the cursor.

The person’s data. As we show in Fig. 3A, the
person still made the cursor track the target (mean dis-
tance between cursor and target = —1.0 screen units,
S.D. = 3.0), despite the unpredictable variations in
target speed and the unpredictable interference of a
disturbance. Had the person not moved the handle,
the correlation between positions of the cursor and
momentary values of the disturbance would have
been + 1.0; that between positions of cursor and
target, near 0.0. Instead, the correlation between
the disturbance and cursor was only .101, while that
between cursor and target was .940.

In Phases 1 and 2, the handle alone determined
the position of the cursor: the correlation between
handle and cursor was + 1.0. But in Phase 3, the
person moved the handle any way necessary to cancel
the effects of the random disturbance on the cursor:
the correlation between positions of handle and cur-
sor is only .294, that between positions of the handle
and the disturbance that moved the cursor away from
the target is —.992.

Prediction of the S-R model. As we show in
Fig. 3B, the S-R model failed: the correlation between
modeled and actual handle positions is .296; between
modeled and actual cursor positions, .385.

Successful simulation can no longer be attained by
moving the handle in synchrony with target move-
ments. That is why the person moved the handle in
a pattern that deviated radically from the pattern of
target movements; the deviations were exactly the
ones needed to counteract the effects of the new
disturbance. But the S-R model responded to the
target stimulus just as before, and moved the handle
proportionately to any movement of the target. The
simulated cursor, now subject to an independent dis-
turbance, did not follow the target.

To salvage the S-R model, one might propose that
the cursor, too, be included in the definition of the
stimulus. However, the person’s data in Fig. 3A show
that the cursor moved in nearly the same pattern as
the target, but neither pattern resembled what the
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Figure 3. Results of pursuit tracking in Phase 3: data from the person (A); predictions
of the data by the stimulus-response model (B); by the cognitive model (C); and by the
control-system model (D). In A, H = handle, T = target, and C = cursor. For target
and cursor, “up” in the figure is toward the top of the computer monitor; for the handle,
up” is away from the person. The duration of each experiment is 60 seconds.

handle did. To include the cursor in the definition of
the stimulus, we might conclude that the difference
between the target and cursor positions is the stimu-
lus. On further examination, we would find that this
difference does not match the handle movements,
either, but its time-integral does: perhaps the time-
integral is the stimulus. That change is acceptable,
but if we adopt it, we are left with the fact that cursor
position depends, simultaneously, on handle position
and the independent random disturbance: now there
is no true independent variable in the causal chain,
and the core premise of any model of stimulus control
over behavior is abandoned. Neither the cursor nor
any relationship between the cursor and any other
variable can be described as a pure independent vari-
able, because it is also, at every moment, a dependent
variable.

Prediction of the cognitive model. Fig. 3C shows
that the prediction by the cognitive model failed. The
model followed its plan learned in Phase 1 and moved
the handle to conform to the average behavior of the
target. It should have moved the handle in the erratic
pattern produced by the person, shown in Fig. 3A.
The correlation between predicted and actual handle
positions is .119; between predicted and actual cursor

positions, .151.

Even if we gave the cognitive model more practice
in the new situation (and the ability to learn), it would
revert to essentially the same actions. The average de-
viation of cursor speed from 2.8 seconds per excursion
is zero. The average amount of disturbance applied
to the cursor closely approximates zero. Neither the
next speed of the target nor the next variation in the
disturbance is predictable. No matter how smart one
wants to make the central processor when it comes to
predictions, we can always make the disturbances still
more random. Any cognitive model must compute
output that is calculated to have a desired effect. It can
base its computations only on experience with prop-
erties of the external world. When those properties
contain significant instant-by-instant irregularities, as
they do in our simple experiment, the core concept of
the cognitive model cannot work. Unless, of course, it
is modified to compare its plan of the world against its
momentary perceptions of the world and to act so as
to eliminate any discrepancy, but those modifications
would make the model a control-system model.

Prediction of the control-system model. As we
show in Fig. 3D, the control-system model produced
precisely the outputs required to maintain a pre
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-selected target-cursor separation, despite two kinds of
random variation that called for pronounced changes
in the output pattern. The PCT model faithfully
predicted the person’s behavior. The correlation be-
tween actual and predicted handle positions is .996;
between actual and predicted cursor positions, .969.
Correlations as high as those here, between tracking
behavior and predictions by PCT, are commonplace,
even when the interval between predictions and be-
havior is as long as one year as is reported by Bourbon,
Copeland, Dyer, Harman, and Mosley (1990).

To avoid drawing this paper out any longer, we
omit analyses of other variations that the person and
the PCT model can handle, with no change in the
model’s parameters. Both the person and the control-
theory model continue to track accurately if we alter
the scaling factor that converts handle movement
into cursor movement; if we add a third or a fourth
or a fifth independent source of disturbance to target
speed or cursor position; if we put nonlinearity into
the connection between handle and cursor (the per-
son and the model still move the handle in an inverse
nonlinear relationship to target and disturbance); or
if we make the ratio of handle movement to cursor
movement time-dependent (at a reasonable speed).
None of these variations can be handled by the core
concepts of the S-R or cognitive models. Yet all of
these variations, as well as those shown in the three
phases of our experiment, are commonplace in the
real environments where real behavior must work.

DISCUSSION

We attempted to determine if core assumptions about
the immediate causes of behavior in three different
models of behavior are consistent with what is known
about the world in which behavior occurs. We com-
pared specific predictions made during simulations
of the three models with the performance of a person
for three phases of a simple task. We concluded that
the causal assumptions in a control-theoretic model
are consistent with what is known about the world,
while those in any pure stimulus-response (stimu-
lus-control) model, or any pure cognitive-control
(neurological-control) model, are not. The control
theory model assumes that, when organisms act, they
produce correspondences between their immediate
perceptions of selected variables in the world and in-
ternal (to the organisms) reference states (reference

signals) for those perceptions.

We did not ask whether reference signals exist in
any particular physical form, or, if they do, whether
they are “gained” through interaction with the world,
whether animate, inanimate, or social, or are inherited
as part of a “genetic code.” Robinson (1976) wrote
of this issue in a discussion of Aristotle’s concept of
“final cause,” which refers in part to a person’s goals
or intentions: “The issue is not how a given goal
or intention was established. Rather, the issue or
proposition is that outcomes are never completely
understood until the final cause is apprehended, no
matter what ‘caused’ the final cause” (p. 91, emphasis
in the original). In our simulations, by hypothesizing
and estimating the magnitudes of “reference signals,”
whatever their origins, that function in the manner
of “final causes” within a control-system model of a
person, we can understand and predict the outcomes
when the person controls selected perceptions of parts
of the unpredictably variable environment.

Modeling as a proper test of theory. The success
or failure of our simulations immediately revealed the
robustness, or lack of robustness, of alternative models
of behavior. Other behavioral scientists recognize
the importance of comparing the simulated behavior
of models against the actual behavior of organisms.
In a critique of conventional statistical methods in

psychology, Meehl (1978) remarked:

In my modern physics text, I am unable to find
a single test of statistical significance. What hap-
pens instead is that the physicist has a sufficiently
powerful invisible hand theory that enables him
to generate an expected curve for his experimental
results. He plots the observed points, looks at
the agreement, and comments that “the results
are in reasonably good agreement with the the-
ory.” Moral: It is always more valuable to show
approximate agreement of observations with a
theoretically predicted numerical point value, rank
order, or function form, than it is to compute a
“precise probability” that something merely dif-
fers from something else (p. 825, emphasis in the
original).

Similarly, Dar (1987) wrote:

In physics. . . theories are tighter and lead to precise
predictions. Asa consequence, (a) if the numerical
result is as predicted (that is, close enough to the
predicted point value or curve), it will be very dif-
ficult, in contrast to the situation in psychology, to
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offer a reasonable alternative theory for that. This
is because it is difficult to imagine alternative states
of nature that will lead to the exact same curve or
numerical result. (b) If the experimental result
is not as predicted, some serious revision of the
theory would be required. This is because a tight
theory simply does not allow for significant (I do
not mean “statistically significant”) discrepancies
from predicted outcome (p. 148).

And in his review of a book on cognitive theory,
the behaviorist Shimp (1989) declared:

A theory that behaves, that produces a stream of
behavior, would seem in an intriguing way to fit
better with Skinner’s chief criterion for a good
theory than do many more common sorts of be-
havioral theory. Skinner has argued that a good
behavioral theory is a theory on the same level as
the behavior itself. What is closer to the level of
a behavior stream of an organism than a behavior

stream of a theory? (p. 170).

We could not say it better. On any given experi-
mental run, our simulations produced multiple
simultaneous streams of behavior, altogether
comprising thousands of predicted data points.
The levels of agreement between the simula-
tions and the behavior of a person allowed us
to immediately assess the adequacy of the three
models of behavior and of their implied models
of the world.

The worlds implied by the models. For all three
models, the results reported here would be general.
Within its physical limits, any S-R system could make
its movements match any target input, no matter how
unpredictable. But, as happened with the cursor in
Phase 3, if the consequences of those movements
were disturbed, they would always deviate from the
target by an amount equal to the variations in the
disturbance.

Upon its first encounter with a new pattern of
input, no cognitive system could compute com-
mands to immediately make its behavior match the
input. After some time, of course, an appropriately
endowed cognitive system could search for a new
pattern of commands. But if the input followed an
unpredictable path or were presented only once or too
few times for the system to “compute” an appropriate
plan, learning would be impossible. Furthermore,
if the consequences of its actions were continuously
and randomly disturbed, no command-driven cog-

nitive system could compute behavior to keep the
consequences in any consistent relationship with the
input. To do that, the behavior must deviate from
its original pattern by precisely the amount needed
to cancel the effect of the disturbance, but the source
of the disturbance cannot be sensed in advance to
allow anticipatory compensations in the commands
for behavior.

The only ways to salvage the traditional models,
short of turning them into control systems, rely
on whimsical assumptions about the world. For
example, the S-R model might still work if it were
only necessary that changes in stimulation result in
corresponding changes in behavior, with no regard
for the consequences of behavior; and the cognitive
model might still work, if it were only necessary that
movements repeat, while their consequences were al-
lowed to change at random. But those assumptions
contradict any reasonable understanding of behavior
and its role in survival: behavior is functional, and
its consequences matter. An alternative defense is
to assume that the antecedents of behavior never
change, or that they conveniently change across a
small enough set of discrete options so that we can
always recognize which one is present and perfectly
match it with computed outputs-either that, or we
must anticipate the changes by “precognition.” And
nothing must ever disturb the consequences of be-
havior. The world demanded by those assumptions
is not the one we know.

In contrast, within broad limits, any perceptual
control system would vary its behavior to keep its per-
ceptions of a controlled variable at the value specified
by a reference signal, even if both the target eventand
the consequences of the system’s actions were subject
to unpredictable variations.

W live in a changeable world, in which organisms
with behavior determined solely by environmental
stimuli or solely by internal commands could not
survive; but theories of behavior that postulate con-
trol by stimuli or by commands have survived for
centuries largely because they are not systematically
exposed to the test of modeling. To modify cogni-
tive or S-R models so that, like living systems, they
might thrive amidst change, we must abandon the
core concept that behavior is at the end of a causal
chain, wherever the chain allegedly begins. We must
give each model an internal standard and a process for
comparing present perceptions against that standard.
But then the models would all be control systems,
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each controlling its input.

Conclusions. The sciences of life reflect a three-
century commitment to linear models of cause and
effect, with behavior as the final step in a causal se-
quence. If we are to advance our understanding of
life, we must question those venerable models, how-
ever plausible they seem. We can no longer embrace
them, knowing that they presuppose nonexistent
worlds. To question our traditional models raises
the specter of difficult change; but if we retain them,
with their fanciful worlds, we risk the trivializing and
decline of our science.

The search for alternative models of behavior can
begin with a simple change in the question we ask,
from “Why is behavior the way it is?” to “Why is the
world the way it is?” The answer to the new ques-
tion includes a long-elusive answer to the old one:
the behavior of organisms controls many variables
in the world.

ACKNOWLEDGMENTS

We thank Andrew C. Papanicolaou, Philip J. Runkel,
Gregory Williams, and William D. Williams for their
critical reviews of several early versions of the manu-
script, and Glenn Millard for valuable assistance in
preparing the figures.

REFERENCES
Bizzi, E., Mussa-Ivaldi, E A., & Giszter, S. (1991).

Computations underlying the execution of
movement: A biological perspective. Science,
253, 287-291.

Bourbon, W.T., Copeland, K. C., Dyer, V.R., Har-
man, W.K., & Mosley, B. L. (1990). On the
accuracy and reliability of predictions by con-
trol-system theory. Perceptual and Motor Skills,
71, 1331-1338.

Churchland, PM. (1986). Some reductive strat-
egies in cognitive neurobiology. Mind, 95,
279-309.

Churchland, PS. (1986). Neurophilosophy: Toward
a unified science of the mind-brain. Cambridge,
MA: MIT Press.

Dar, R. (1987). Another look at Meehl, Lakatos, and
the scientific research practices of psychologists.
American Psychologist, 42, 145-151.

Donahoe, J.W., & Palmer, D. C. (1989). The
interpretation of complex human behavior:
Some reactions to Parallel distributed processing,
edited by J. L. McClelland, D. E. Rumelhart,
and the PDP research group. [Book review].
Journal of the Experimental Analysis of Behavior,
51, 399-416.

Hayes, S.C., & Brownstein, A. J. (1986). Mentalism,
behavior-behavior relations, and the behavior-
analytic view of the purposes of science. 7he
Behavior Analyst, 9, 175-190.

Hershberger, W.A. (Ed.). (1989). Volitional action:
Conation and control. Amsterdam: North-Hol-
land.

Kihlstrom, J.E (1987). The cognitive unconscious.
Science, 237, 1445-1452.

Kugler, PN., & Turvey, M.T. (1987). Information,
natural law, and the self-assembly of rhythmic
movement. Hillsdale, NJ: Erlbaum.

Marken, R.S. (Ed.). (1990). Purposeful behavior:
The control theory approach. [Special issue].
American Bebavioral Scientist, 34(1).

Meehl, PE. (1978). Theoretical risks and tabular
asterisks: Sir Karl, Sir Ronald, and the slow prog-
ress of soft psychology. Journal of Consulting and
Clinical Psychology, 46, 806—834.

Newell, A. (1990). Unified theories of cognition. Cam-
bridge, MA: Harvard University Press.



154 People as Living Things; The Psychology of Perceptual Control

Pavloski, R. P, Barron, G.T., & Hogue, M. A. (1990).
Reorganization: Learning and attention in a hi-
erarchy of control systems. American Behavioral
Scientist, 34, 32-54.

Powers, W.T. (1973). Behavior: The control of
perception.  Chicago: Aldine. Second edition
(2005), revised and expanded, New Canaan
CT: Benchmark Publications.

Powers, W.T. (1978). Quantitative analysis of pur-
posive behavior: Some spadework at the founda-
tions of experimental psychology. Psychological
Review, 85, 417-438.

Reprinted on pp. 129-165 of the following
reference.

Powers, W.T. (1989). Living control systems; Selected
papers of William T. Powers. Gravel Switch, KY:
Control Systems Group.

Powers, W.T. (1992). Living control systems II; Selected
papers of William T. Powers. Gravel Switch, KY:
Control Systems Group.

Real, L.A. (1991). Animal choice behavior and the
evolution of cognitive architecture. Science,
253, 980-986.

Robinson, D. N. (19706). An intellectual history of
psychology. New York: Macmillan.

Runkel, P. (1990). Casting nets and testing specimens:
Two grand methods of psychology. New York:
Praeger. Second edition (2007), revised and
updated, Menlo Park CA: Living Control Sys-
tems Publishing

Skinner, B. E (1953). Science and human bebavior.
New York: Free Press.

Skinner, B. E (1989). The origins of cognitive
thought. American Psychologist, 44, 13-18.

Shimp, C. 2. (1989). Contemporary behaviorism
versus the old behavioral straw man in Gardner’s
The minds new science: A history of the cognitive
revolution. [Book review] Journal of the Experi-
mental Analysis of Behavior, 51, 163-171.



155

Chapter 13

%dntimtive medasurement
of volition

The article that follows appeared originally as
Chapter 13 in W.A. Hershberger (Ed.) (1989).
Volitional action: Conation and control, Amsterdam:
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QUANTITATIVE MEASUREMENT
OF VOLITION:
A PILOT STUDY

William T. Powers

In cybernetic control theory, overt intentional
behavior is operationally defined as a controlled
input or perceptual variable being maintained in a
publicly-observable reference condition. In a con-
trol-system model the observable reference condition
corresponds to a reference signal inside the behaving
organism. The reference signal is the physical
embodiment of the intention that is directing the
volitional action. The volitional actions of others are
notalways obvious. Their discovery requires finding
avariable that the person’s actions are maintaining in
some identifiable state despite disturbances that act
directly on the variable. From the behavior of the
controlled variable it is possible to infer the behavior
of the internal reference signal and thus get a picture
of the directing intention (Marken 1982, 1983).
This inference is model-dependent, but as we will
see in this study, it can be made with more internal
consistency than might seem reasonable.

EXPERIMENTAL PROCEDURE

This analysis will be done in the context of a “compen-
satory tracking” task modified to include an interval
of spontaneous behavior. The basic compensatory
tracking task requires the participant to use a control
handle to keep a vertically-movable cursor station-
ary on a display screen, centered between two fixed
target marks. The cursor is continuously disturbed
from inside the computer that runs the experiment,
the disturbance varying randomly but smoothly in
amplitude. About one third of the way through each
run, a tone sounds to indicate the start of a period of
spontaneous voluntary behavior, and two thirds of the
way through, sounds again to end it. Runs last for
60 s, with a 2 s run-in period to allow control to be
established before data recording begins. The screen
is updated and a sample of handle position is taken
30 times per second, for a total of 1800 data points.
The disturbance is generated and handle positions
are measured with a precision of one part in 2000
relative to the maximum deviation from center, but
cursor position is scaled down to fit on a screen with
200 lines of resolution.

This is Compensatory Tracking,
a step in the DEMOI program
which is available at
www.livingcontrolsystems.com

disturbance

handie

Figure 1. Experimental setup. Handle movements are added 1o a disturbance gener-
ated inside the computer to position the cursor. Two stationary target bars are placed
in the center of the screen. The cursor can move up and down between them.
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Figure2. Results of experimental run. In the upper part of the figure, the solid
line represents handle position, the broken line the magnitude of disturbance.
Note the mirror symmetry in the first and third parts. In the lower part of the
Jigure, the cursor position is shown. Deviations due to the disturbance appear
throughout. In the center portion, the cursor rises slowly, then falls: the sponta-
neous part of the run, where the person is trying to make the cursor move in a
slow regular way. The spontaneous part is delimited by vertical lines showing
where tones occurred to signal start and end of spontaneous action.

The participant is instructed to keep the cursor
aligned with the target for the first part of each run.
When the tone first sounds, the participant is to start
making the cursor move in a smooth and regular
pattern of up-down movements. These spontaneous
voluntary movements of the cursor are to continue
until the tone sounds again (about 2/3 of the way
through the run), at which time the cursor is again to
be maintained level with the target marks. Choice of
the pattern of spontaneous cursor movements is left
to the participant. Note that the spontaneous vol-
untary behavior is defined in terms of cursor motion
(a perceptual variable) and not in terms of a regular
handle movement (an action).

The drawing of Figure 1 shows the experimental
setup with the effect of the disturbance also indicated
schematically. Figure 2, about which more will be said
later, shows a plot of the results. Every third data point
is shown. The handle behavior is the solid line in the
upper part of the figure; the disturbance amplitude is
shown by the intermittent line and the center of the
screen is represented by the straight line. In the lower
part of the figure, the cursor behavior is shown, again
with a straight line indicating the center of the screen.
The disturbance was made just difficult enough to

result in appreciable movements of the cursor. The
two vertical lines indicate the times when the tone
sounded. Because of the disturbance, the changes in
cursor position in the middle part do not resemble
the handle movements that created them. For this
run, the participant (the author) was trying to make
the cursor move in a stairstep pattern, first upward,
then downward.

THE MODEL OF THE ACTOR

The participant’s organization (relative to this task)
is represented as a system containing an input func-
tion, a comparison function or comparator, and an
output function.

The input function converts the cursor position
c into a perceptual signal p representing it inside the
behaving system. The perceptual signal’s magnitude
varies as the cursor position varies, but with a slight
exponential time-lag. Thus a step-change in the cur-
sor position would result in a change in perceptual
signal of the same numerical magnitude, but the per-
ceptual signal would approach its final magnitude
exponentially.
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The form of the input function is given by a
computer program step (in the Pascal language) that
computes the perceptual signal p from the cursor
position, c:

p:i=p+(c—p)S
The programming symbol “:=* (colon-equal) means
assignment or replacement, not equality. To introduce
a lag we subtract the old value of perceptual signal
from the computed new value, which is just c. This
difference, ¢ — p, is divided by a slowing factor S, and
that fraction of the computed change is added to the
old value of perceptual signal. The result replaces the
old value of p. Thus p is allowed to change only a
fixed fraction 1/§ of the way from the old value to the
new value on each repetition of this step. With no lag
(S = 1), the perceptual signal would be numerically
equal to the cursor position at all times.

This computation approximates an exponential lag
with a time constant of tc = (1/30 s)/log_(S/S-1).

The slowing factor S is one of the two adjustable
constants in the model. The best value of S for the
illustrated data proves to be about 5.50 (to the nearest
0.25), implying a perceptual time constant of 0.14
s. The method for evaluating parameters will be
explained shortly.

If p is initially zero, and ¢ is constant at 100, then
with a slowing factor § = 5.50, the successive values
of p (obtained by executing the above program step
over and over) are 0, 18.2, 33.1, 45.3, 55.2, 63.3,
70.0, ... 100.0. If the value of ¢ changes during
these computations, the value toward which the series
is converging will be changing, so p will lag behind ¢
by an amount that depends on how fast ¢ is chang-
ing. This kind of lag is not a pure time-delay (or
“transport lag”) but simply a slowing or smoothing
of the response of the input function.

The comparison function subtracts the value
of the perceptual signal from the value of a refer-
ence signal r. It is the varying value of r during the
spontaneous voluntary phase that we are attempting
to estimate by the procedures outlined below. The
outcome of the subtraction is an error signal e, the
magnitude and sign of which continuously indicate
the mismatch between the perceptual and reference
signals. The comparator is represented by the pro-
gram step

e:=r—p.

This sense of the subtraction was chosen to let all
other constants be positive.

The output function receives the error signal and
converts it into a value of handle position, h; that
is, h = f(e). The particular function chosen makes
handle velocity depend on the magnitude of error. If
handle velocity is a constant K times the error signal’s
magnitude, then the handle position is calculated by a
program step that does a crude numerical integration
(over the 1/30 s interval):

h:=h+K*e.

This step is not an equation; it means that K times the
error signal magnitude is added to the current value
of handle position to obtain the next value (on the
left of the “:=” sign). The constant K is the second
adjustable parameter in the model. The asterisk is the
program-language version of a multiplication sign,
which is always explicit in a written program. The
single constant K absorbs all other possible constants
of proportionality in the model of the participant.

These three steps result in a model whose
dynamic properties approximate those represented
by the “transfer functions” obtained in similar
experiments done by engineering psychologists
(See Osata-Charles, Agarwal, O’Neill, & Gottlieb,
1980, for the conventional forms).

THE MODEL OF THE ENVIRONMENT

The handle position is sensed by an analogue-to-dig-
ital converter in the computer and is represented by a
number that can range from —2000 to 2000. A second
number is taken from a precalculated table of distur-
bances. The table is constructed by successive smooth-
ings of a series of random numbers generated by an
algorithm, and is scaled to a peak-to-peak amplitude
of 2400 units. Adjusting the amount of smoothing
changes the rapidity of variations in the disturbance
amplitude, and so adjusts the difficulty of the task. The
cursor position is determined every 1/30 s by sampling
the handle position and adding to the result the next
sequential entry from the table of disturbances. Thus
the cursor position represents neither handle position
nor disturbance alone, but only their sum. Using d
for disturbance magnitude, we have the model of the
environmental relationships in this experiment in the
form of the final program step:

c:=h+d
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This “model” of the environment correctly represents
the actual environment, because the same program
step is used to position the cursor when a human
participant is moving the handle. When the model
is running, the computer model of the participant is
given the value of ¢ directly where the real participant
sees the cursor on the screen; the model gives back
the value of h to the environment as a number where
the participant moves a physical handle to generate
that number. The same table of disturbances is used
for both participant and model. This table can be
changed easily to prevent memorization (by the per-
son) of any patterns. All data given below are fora run
in which a new disturbance pattern was experienced
for the first time by the participant (although practice
with other patterns preceded the live run).

It should be emphasized here that the object of this
exercise is to demonstrate a principle and a method,
not to show research results with many human par-
ticipants. Such applications will be developed, but for
now only a single participant is needed—the author.
The reader may, however, assume with confidence
that these results will be typical of any well-practiced
participant. Control-system experiments are highly
reproducible after learning is finished.

RUNNING THE MODEL

We now have a model of both the participant and
an environment, consisting of five program steps
arranged below in the sequence appropriate for
computation (the fifth step repeats the calculations).
These steps are executed 1799 times, with an index
i (in brackets) advancing by one on each step.
The index is used to access successive values of the
disturbance, and also to point to locations in a table
where the computed values of handle position are
stored after being computed. Only handle position
needs to be saved, as cursor position can be recon-
structed exactly from ¢ :=h + d.

We set the model’s reference signal r to zero at
first, indicating that the model is attempting to keep
the cursor at the zero position (corresponding to the
position of the target marks on the screen).

Initialization:

Step 1. c:= h[i] + d[i]

Step2. p:=p+ (c—p)/S

Step3. e:=r—p

Step4. h[i+1]:=h[i]+ K*e

Step 5. Increment i if i < 1799 go to step 1.

When a variable reference signal is used, a table r[i]
is substituted for the fixed value r. When the human
being is doing a run, steps 2, 3, and 4 are replaced by
a step that displays the cursor position on the screen
and samples the physical handle position.

For a model run, two variables, h and p, must be
set to initial values. The initial values are 0, a safe
value because the same 2 s run-in period is used for
the model and for the participant, and allows plenty of
time for any starting transient to disappear. The run-
in is not shown; it is accomplished simply by starting
iat 60 and running it downward to 0 before starting
to advance it upward again; the stored values of h are
overwritten. In this way there are just 1800 values of
h in the final table with no extras to discard.

Readers who are thinking of trying other models
like this should be warned of a hidden difficulty. This
model works primarily because of the time-integration
in the output function. A digital computer model ofa
continuous closed-loop system, if constructed without
any time integrations or other slowing factors, will
not work propetly because physical time is not prop-
erly handled. In the real system being modeled, the
various functions all operate at the same time, not in
sequence. Only when some suitable way of handling
time is introduced can a model computed as a series
of sequential steps give the right answers.

EVALUATING THE PARAMETERS K AND S

The parameters K and S are evaluated using a very
simple, yet satisfactory, heuristic procedure.

Initially, the slowing factor Sis set to 1 (no lag), the
integration factor Kis set to 0.1, and the model is given
a trial run for comparison against the author’s perfor-
mance previously recorded, using the same series of
disturbances. This occurs at high speed, taking about
.1's. The model’s cursor behavior is then compared by
subtraction with the author’s cursor behavior and the
sum of squares of the differences is computed. Only
the first and last thirds of the data (before and after
the tones, with a 1 s delay after the second tone) are
used, because the model, at this point, can’t generate a
different pattern of behavior in the middle part.
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Figure 3. Results of model run with optimum perceptual lag (S = 5.50), op-
timum integration factor (K = 0.220), and reference signal set to zero. These
values give the best fit (smallest least-squares difference) of model and participant
cursor behavior in the first and third parts of the run. The model reproduces many
[Jeatures of the real data in Figure 2, but is generally smoother in its action.

Then the output integration factor is stepped
upward from 0.1 in increments of 0.005 as the pro-
cedure is repeated over and over.

Each time the sum of squares reaches a new low,
the values of K, S, and the summed squared error
are saved. When the new squared error exceeds
the minimum squared error by 3 per cent, the best
parameter values are saved as the best values for that
series. Then S is incremented by 0.25 and the entire
sequence is repeated with K beginning 0.02 units
below the previous best value. This procedure ends
when the minimum squared error is 3 per cent greater
than the value that went with the “best of the best”
values of the parameters. The 3 per cent criterion for
ending all runs was found by trial and error. While
this method is not elegant, it is simple and takes less
than one minute on a 10 Mhz IBM-AT-compatible
microcomputer. More elegant statistical approaches
do not give as good results because the statistical dis-
tribution of errors is not close enough to the usually
assumed Gaussian distribution.

Figure 3 shows a run of the model with the
reference signal constant at 0, the optimum value
of S, 5.50, and the optimum value of K, 0.220.
This model behaves reasonably well in the first and
third parts of the run, although the behavior differs
from the real run in the central part because of the
constant zero reference signal.

DEDUCING THE REFERENCE SIGNAL

We now have a model with parameters that make it
reproduce the participant’s behavior in the first and
third parts of the experimental run. This model has
a reference signal of zero, meaning that the model is
maintaining the cursor near the center of the screen
where the target marks are, or would do so if the cur-
sor were displayed. We have adjusted the parameters
to make the model show nearly the same variations in
cursor position and handle position that the subject
produces in the first and last thirds of the run, where
the target position is zero. In the middle part, the
spontaneous action of the participant makes the two
cursor traces very different.

To deduce the reference signal in the model,
we apply the model’s functions to the data taken
from the participant. For each data point, we infer
the error signal from the observed handle position,
and the perceptual signal from the observed cursor
position. Because the comparison process is defined
as e = r — p, we can calculate that r must be p + e.
The hypothetical perceptual signal can be obtained
from the observed cursor position and the calculation
representing the model’s input function, by the pro-
gram step p := p + (c— p)/S. The hypothetical error
signal can be obtained from the observed handle
position, the integral of the error signal: the error

signal inside the participant would be dh/dt divided
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Figure 4. Deducing the reference signal. The upper trace is the persons error
signal, the first time derivative of the actual handle position divided by the inte-
gration factor K. The middle trace is the person’s perceptual signal deduced from
the actual cursor position, assuming the same lag as in the model (see text). The
bottom trace is the sum of the top two and represents the deduced reference signal.
Notice the appearance of high-frequency variations in the reference signal.

by the integration factor K. As a program step, we
have e[t] := (h[t] — h[t-1])/K. Having found e and
p, we then calculate the value of r = p + e. The need
to take a derivative is the main reason for recording
handle position with such high resolution.

Figure 4 shows, from top to bottom, (dh/dt)/K,
p> and r as deduced from the participant’s data and
the model’s parameters and functions. The reference
signal contains a variation higher in frequency than
any variations seen in the handle or cursor traces of
Figure 2. We could remove the high-frequency vari-
ations in r by a smoothing method that discriminates
strongly against high frequencies, but we will accept
them as real and see what the consequence is.

COMPLETING THE MODEL

As a check to see if the derived reference signal does
in fact result in the right model behavior, we can use
the pattern just obtained in the bottom trace of Figure
4 as the reference signal for a model run. The same
program steps outlined above are used, but instead
of initializing r to zero, we now use the result from
Figure 4 as a table of reference-signal amplitudes and
do the computations with r[i]. The index i picks out

successive values of reference signal just as it picks
out successive values of disturbance. The result of a
model run is shown in Figure 5.

Comparison of this result with that of Figure 2
shows that the real run is duplicated. The correlation
between handle positions, model and real, is 99841,
and between cursor positions is .99991 (n = 1800).
This does not indicate that we have made an extraor-
dinarily accurate prediction, but only that the method
of deriving the reference signal does generate just the
signal needed to account for the observed behavior—in
other words, that there has been no computational
error and no cumulative rounding effect of conse-
quence.

In Figure 6 we have, from top to bottom, the
participant’s cursor trace, the final model’s cursor
trace, the deduced reference signal used for the model
run, and a version of the deduced reference signal
smoothed with a four-pole low-pass filter.

The bottom trace in Figure 6, the smoothed ver-
sion of the reference signal, shows a stairstep pattern
more clearly than the cursor traces do, either for the
model or for the participant. This is, presumably, a
record of the intended positions of the cursor. The
smoothed version of the reference signal shows a
best estimate of the reference signal with the rapid
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Figure 5. Model run using deduced reference signal from Figure 4.
Handle-to-handle (model vs. real) correlation is .99841 (n = 1800).
See Figure 6 for CUTSOT-L0-CUYSOT COMPATISON.

Figure. 6. Comparison of cursor behaviors. 1op trace is real cursor behavior;
center trace is model cursor behavior; next trace is the deduced reference signal
used to run the model; lowest trace is the smoothed version of the deduced reference
signal. Cursor-to-cursor correlation is . 99991 (n = 1800). This correlation shows
that the reference signal was deduced and applied consistently.
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Figure 7. Experimental run when eyes are closed during midedle part of run, and
handle is moved by feel in a series of steps upward, then downward again.

variations removed. The same amount of smoothing
applied to the actual cursor position makes almost no
noticeable difference in its shape, because the smooth-
ing cuts out only the highest-frequency variations.

Thus the reference signal could not be obtained
simply by smoothing the cursor trace.

REVIEWING THE RATIONALE

Let us review the strategy. We first matched a model
with real behavior for portions of the run in which
the participant is presumed to have a reference sig-
nal constant at zero. In doing this we evaluated two
constants, a perceptual lag constant and an output
integration factor. This produced a model that
could match the participant’s behavior with normal
accuracy outside the region of spontaneous voluntary
behavior.

Then we used those constants under the assump-
tion that the participant is organized as the model is.
In the model, the simulated handle position is the
time-integral of the internal error signal; hence the
participants assumed error signal is proportional to
the first derivative of observed handle position. The
model’s perceptual signal is the lagged model cur-
sor position; hence we assume that the participant
contains a perceptual signal that is a similarly lagged
actual cursor position. Still applying the model in
a straightforward way, we then add the error signal

to the perceptual signal to deduce the participant’s
reference signal. Finally, we run the model using that
deduced reference signal (unmodified) to see if the
resulting behavior matches that of the participant, to
check that the derived reference signal does lead to
reproducing the actual behavior—that is, to see if the
derivation was correctly done.

The model allows us to see the behavior of a vari-
able, the reference signal inside the person, that is not
directly visible from outside.

AN INTERESTING VARIATION

The model, at least as it stands, cannot distinguish
apparent from real intentions: it will always compute
a reference signal. Because of the way the derivation
is performed, this reference signal will always make
the model reproduce the observed variables correctly.
As a preliminary way of investigating this problem
further, I performed the experiment with slightly
different instructions.

Instead of the person at the controls moving the
cursor in some regular pattern during the middle
part of a run, the person now closes his or her eyes
at the first tone and opens them at the second tone,
continuing to move the handle (blindly) in a pattern
something like the pattern in which the cursor was
supposed to move (the same disturbance is used). The
result of an experimental run is shown in Figure 7.
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Figure 8. Comparison (like that of Figure 6). The reference signal is now spurious in the
middle part. Cursor shows no regular pattern, high-frequency variations are missing from
center part of unsmoothed reference signal trace. See Discussion and Conclusions

Figure 8 shows the eyes-closed result that cor-
responds to Figure 6: the actual cursor behavior at
the top, the model’s cursor behavior next to the top,
the “deduced” reference signal next to the bottom,
and the smoothed version of the reference signal at
the bottom.

The result of carrying out all our manipulations of
data is a model that exactly reproduces the behavior
throughout the run. But we know that the model
cant apply during the middle interval—there is no
perceptual signal representing cursor position.